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Goals

 The goal is to study the problem of object tracking in video and 

deep learning models for solving this problem  

Nizhny Novgorod, 2020 Deep models for tracking objects in videos



OBJECT TRACKING PROBLEM 
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Problem statement (1)

 Object tracking involves detecting start location of the object 

(usually at the time the object first appears in the frame) and 

predict the location of this object in subsequent frames of the video

Nizhny Novgorod, 2020 Deep models for tracking objects in videos
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Problem statement (2)

 𝐼0, 𝐼1, … , 𝐼𝑁−1 is a sequence of video frames, where 𝑁 is a number 

of frames

 To track objects, it is required to create the mapping 𝜓 of the set of 

locations 𝐵𝑘 in the frame 𝐼𝑘 to the set of locations 𝐵𝑘+1 in the 

frame 𝐼𝑘+1:

𝜓:𝐵𝑘 → 𝐵𝑘+1 ∪ 𝑏 , 𝑏 = −1,−1 , −1,−1 , 𝑠, 𝑐

where 𝑏 is a fake location used to indicate losing of an object by 

the tracker

 If 𝐼𝑘 is a first frame on which the object was detected, 𝑟0 𝑘 is a 

location identifier, 𝑞 is a number of frames, then a track is a 

sequence of object locations

𝑇𝑟0 𝑘
𝑘 = 𝑏𝑟0

𝑘 , 𝑏𝑟1
𝑘+1, … , 𝑏𝑟𝑞−1

𝑘+𝑞−1
, 𝑏𝑟𝑖

𝑘+𝑖 = 𝜓 𝑏𝑟𝑖−1
𝑘+𝑖−1 , 𝑖 = 1, 𝑞 − 1

Nizhny Novgorod, 2020 Deep models for tracking objects in videos
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Public datasets (1)

Nizhny Novgorod, 2020 Deep models for tracking objects in videos

Dataset Number of videos Number of frames
Number

of tracks

Tracking of a single object

(a single object in a video)

Long-Term Visual Object 

Tracking Benchmark

[https://amoudgl.github.io/tlp]

50 676 000 50

TrackingNet
[https://tracking-net.org]

30 643 14 220 000 30 643

VOT Challenge
[http://www.votchallenge.net]

60 21 455 60

https://amoudgl.github.io/tlp
https://tracking-net.org/
http://www.votchallenge.net/
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Public datasets (2)
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Dataset
Number

of videos

Number

of frames

Number

of tracks

Number 

of objects

Tracking of multiple objects 

Multiple Object 

Tracking Benchmark

[https://motchallenge.net]

21 33 705 3 993 901 119

CityFlow
[https://www.aicitychallenge.org]

40 ~117 000 666 229 680

https://motchallenge.net/
https://www.aicitychallenge.org/
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Public datasets (3)

 CityFlow dataset contains more than 25 hours of video from 40 on-

road cameras in the same city (USA); the videos are time 

synchronized

 TrackingNet consists of YouTube videos, so this dataset contains a 

large number of videos of various quality, including a large number 

of low-resolution videos

 Several videos of the VOT Challenge Benchmark in addition to 

RGB images include video from depth and infrared cameras

 Several videos of the VOT Challenge Benchmark contain 

annotation of bounding boxes, sides of these bounding boxes are 

not parallel to the coordinate axes

Nizhny Novgorod, 2020 Deep models for tracking objects in videos
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Multiple Object Tracking Benchmark (1)

 Multiple Object Tracking Challenge (MOT) is a contest for object 

tracking in video, held since 2015

 Official web-page [https://motchallenge.net]

 The latest dataset version in the public domain is MOT17

– 21 video of moving vehicles and people in the city

– 15 948 images and 1 638 tracks in the train dataset, 17 757 

images and 2 355 tracks in the test dataset

 The dataset contains videos from static and moving cameras

* Leal-Taixé L., Milan A., Reid I., Roth S., Schindler K. MOTChallenge 2015: Towards a Benchmark for Multi-

Target Tracking. – 2015. – [https://arxiv.org/pdf/1504.01942.pdf]. 

Nizhny Novgorod, 2020 Deep models for tracking objects in videos

https://motchallenge.net/
https://arxiv.org/pdf/1504.01942.pdf
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Multiple Object Tracking Benchmark (2)

* Multiple Object Tracking Benchmark. MOT17 [https://motchallenge.net/data/MOT17].

** Leal-Taixé L., Milan A., Reid I., Roth S., Schindler K. MOTChallenge 2015: Towards a Benchmark for Multi-

Target Tracking. – 2015. – [https://arxiv.org/pdf/1504.01942.pdf]. 

Nizhny Novgorod, 2020 Deep models for tracking objects in videos

Examples of video frames 

with tracks and bounding boxes

https://motchallenge.net/data/MOT17
https://arxiv.org/pdf/1504.01942.pdf
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Long-Term Visual Object Tracking Benchmark

 Long-Term Visual Object Tracking Benchmark is a benchmark 

containing a set of long videos with single objects

 Official web-page [https://amoudgl.github.io/tlp]

 The dataset consists of 50 videos of different context with single 

objects

 More than 400 minutes, 676 000 frames

* Moudgil A., Gandhi V. Long-Term Visual Object Tracking Benchmark. – 2019. –

[https://arxiv.org/abs/1712.01358].

Nizhny Novgorod, 2020 Deep models for tracking objects in videos

Example of the first frames in videos

https://amoudgl.github.io/tlp
https://arxiv.org/abs/1712.01358
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TrackingNet

 TrackingNet is a large dataset of YouTube videos of various quality 

and resolution

 Official web-page [https://tracking-net.org]

 More than 30 thousand videos, 140 hours

 Over 14 million detected objects

* Müller M., Bibi A., Giancola S., Al-Subaihi S., Ghanem B. TrackingNet: A Large-Scale Dataset and 

Benchmark for Object Tracking in the Wild. – 2018. – [https://arxiv.org/abs/1803.10794].

Nizhny Novgorod, 2020 Deep models for tracking objects in videos

Examples of two sequences with tracked objects

https://tracking-net.org/
https://arxiv.org/abs/1803.10794
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Quality metrics

 Criteria for choosing quality metrics of object tracking:

– Quality metric has to confirm the quality of location prediction on 

each frame of the video containing the tracked object

– Quality metric has to confirm the quality of tracking throughout 

the sequence of all frames containing the object

– For each tracked object, the track has to be a single one

– Quality metric has to ensure comparability of metrics for 

different types of tracking algorithms (2D, 3D trackers, centroid 

trackers, area trackers, etc.)

Nizhny Novgorod, 2020 Deep models for tracking objects in videos



17

Presented quality metrics

 Quality metrics for single-object tracking:

– Accuracy

– Robustness

 Quality metrics for multiple-object tracking:

– Multiple Object Tracking Accuracy (MOTA)

– Multiple Object Tracking Precision (MOTP)

Nizhny Novgorod, 2020 Deep models for tracking objects in videos
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Accuracy

 Accuracy* is a mean ratio of overlapping bounding boxes, 

predicted by a tracker (detection) and annotated by an expert 

(groundtruth) in all video frames

𝐴 =
1

𝑁
 

𝑡=1

𝑁
𝑆𝑑∩𝑔

𝑆𝑑∪𝑔

* Kristan M., et al. The Visual Object Tracking VOT2014:Challenge and results. – 2014. –

[https://votchallenge.net/vot2014/download/vot_2014_presentation.pdf].

Nizhny Novgorod, 2020 Deep models for tracking objects in videos

groundtruth

detection

https://votchallenge.net/vot2014/download/vot_2014_presentation.pdf
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Robustness

 Robustness* shows how many times the tracker loses the tracked 

object and has to be reinitialized

 A tracked object is considered as lost when the overlap between 

the detection and groundtruth is less than a certain threshold

* Kristan M., et al. The Visual Object Tracking VOT2014:Challenge and results. – 2014. –

[https://votchallenge.net/vot2014/download/vot_2014_presentation.pdf].
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O
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Time

Tracker

reinitialization

Threshold

Tracker

reinitialization

F=0 F=1 F=2

https://votchallenge.net/vot2014/download/vot_2014_presentation.pdf
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MOTA (1)

Nizhny Novgorod, 2020 Deep models for tracking objects in videos

 Multiple Object Tracking Accuracy* (MOTA)

 One of the well-known and common metrics that is used to 

compare tracking algorithms in different contests and benchmarks

 Notation:

– 𝑡 is an identifier of the current frame in the video

– {𝑜1, 𝑜2, … , 𝑜𝑛} is a set of observed objects in the frame 𝑡
(groundtruth)

– ℎ1, ℎ2, … , ℎ𝑚 is a set of object locations predicted by the 

tracking algorithm in the frame 𝑡

* Bernardin K., Stiefelhagen R. Evaluating Multiple Object Tracking Performance: The CLEAR MOT 

Metrics // Image and Video Processing. – 2008.
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MOTA (2)

Nizhny Novgorod, 2020 Deep models for tracking objects in videos

 Multiple Object Tracking Accuracy* (MOTA) 

 Metric calculation for each frame 𝑡:

1. Calculating an error of object location prediction and searching 

for the best matching between the constructed locations 

ℎ1, ℎ2, … , ℎ𝑚 and groundtruth {𝑜1, 𝑜2, … , 𝑜𝑛}

2. Accumulating the following errors:

1. Counting misses. Misses are annotated objects for which there is no 

matched predicted locations

2. Counting false positives. False positives are predicted locations for 

which there is no real objects in the frame

3. Counting mismatch errors. Mismatch errors occur when object track is 

reinitialized with a new track identifier

* Bernardin K., Stiefelhagen R. Evaluating Multiple Object Tracking Performance: The CLEAR MOT 

Metrics // Image and Video Processing. – 2008.
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MOTA (3)

Nizhny Novgorod, 2020 Deep models for tracking objects in videos
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𝒎 – miss
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(real object 

disappeared 

from the frame)
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6

𝒎𝒎𝒆 –
mismatch 

error

(track identifier 

was changed)

– groundtruth

– predicted location
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MOTA (4)
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 Multiple Object Tracking Accuracy* (MOTA) is calculated as 

follows:

𝑀𝑂𝑇𝐴 = 1 −
 𝑡 𝑚𝑡 + 𝑓𝑝𝑡 +𝑚𝑚𝑒𝑡

 𝑡𝑔𝑡

where 𝑚𝑡 is a number of misses on the frame 𝑡,
𝑓𝑝𝑡 is a number of false positives on the frame 𝑡,
𝑚𝑚𝑒𝑡 is a number of mismatches on the frame 𝑡,
𝑔𝑡 is a number of real objects on the frame 𝑡

 Note: there are various approaches for matching predicted and 

annotated locations (for example, the Hungarian algorithm for 

solving the assignment problem based on a similarity matrix 

between annotated and predicted locations)

* Bernardin K., Stiefelhagen R. Evaluating Multiple Object Tracking Performance: The CLEAR MOT 

Metrics // Image and Video Processing. – 2008.
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MOTP (1)

 Multiple Object Tracking Precision (MOTP)

 The metric shows the quality of detecting objects in the problem of 

object tracking 

 Notation:

– {𝑜1, 𝑜2, … , 𝑜𝑛} is a set of annotated bounding boxes (groundtruth) 

at the frame 𝑡

– {ℎ1, ℎ2, … , ℎ𝑚} is a set of object locations predicted by the 

tracking algorithm at the frame 𝑡

– {𝑃0
𝑡 , 𝑃1

𝑡 , … , 𝑃𝑘
𝑡} is a set of matches between annotated and 

constructed object locations in tracks. Matches can be found

by the Hungarian algorithm

Nizhny Novgorod, 2020 Deep models for tracking objects in videos
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MOTP (2)

Nizhny Novgorod, 2020 Deep models for tracking objects in videos

Frame 𝒕

– annotated location

– predicted location

𝒅𝒕,𝒊 is the ratio of overlapping 

bounding boxes from the pair 𝑃𝑖
𝑡

𝒄𝒕 is the number of matches 

between annotated

and predicted object locations𝒄𝒕 = 𝟐

An object without 

a pair, it is not involved 

in the metric calculation

𝒅𝒕,𝒊 ≈ 𝟎. 𝟓

𝒅𝒕,𝒊 ≈ 𝟏
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MOTP (3)

 Multiple Object Tracking Precision (MOTP) is calculated as 

follows:

𝑀𝑂𝑇𝑃 =
 𝑡,𝑖 𝑑𝑡,𝑖
 𝑡 𝑐𝑡

=
 𝑡,𝑖

𝑜𝑖 ∩ ℎ𝑖
𝑜𝑖 ∪ ℎ𝑖
 𝑡 𝑐𝑡

– 𝑐𝑡 is the number of matches between annotated and predicted 

object locations at the frame 𝑡

– 𝑑𝑡,𝑖 is the ratio of overlapping bounding boxes from the pair 𝑃𝑖
𝑡

– 𝑜𝑖 ∩ ℎ𝑖 is the intersection of bounding boxes belonging the pair 𝑃𝑖
𝑡

– 𝑜𝑖 ∪ ℎ𝑖is the union of bounding boxes belonging the pair  𝑃𝑖
𝑡

Nizhny Novgorod, 2020 Deep models for tracking objects in videos
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MOTP (4)

 In some benchmarks, 𝑑𝑡,𝑖 in the previous formula means the 

Euclidean distance between the centers of the bounding boxes:

𝑀𝑂𝑇𝑃 =
 𝑡,𝑖 𝑑𝑡,𝑖
 𝑡 𝑐𝑡

=
𝐶𝑒𝑛𝑡𝑒𝑟(𝑜𝑖) − 𝐶𝑒𝑛𝑡𝑒𝑟(ℎ𝑖)

 𝑡 𝑐𝑡

 Note: MOTP does not take into account losing the object during 

tracking

* Bernardin K., Elbs A., Stiefelhagen R. Multiple Object Tracking Performance Metrics and Evaluation in a 

Smart Room Environment. – 2006. –

[https://cvhci.anthropomatik.kit.edu/~stiefel/papers/ECCV2006WorkshopCameraReady.pdf].

Nizhny Novgorod, 2020 Deep models for tracking objects in videos

https://cvhci.anthropomatik.kit.edu/~stiefel/papers/ECCV2006WorkshopCameraReady.pdf


DEEP MODELS FOR TRACKING 

OBJECTS
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Scheme of multiple object tracking by object 

matching (1)

 Supposed object tracks are constructed in the frame 𝑡

 Detecting objects in the frame 𝑡 + 1 (object detection is 

independent of previous frames)

 Matching tracks in the frame 𝑡 and detections in the frame 𝑡 + 1 to 

make the best prediction of object tracks in the frame 𝑡 + 1

Nizhny Novgorod, 2020 Deep models for tracking objects in videos

=

Object locations

in the tracks 

of the frame 𝑡

Detected objects 

in the frame 𝑡 + 1

Object locations

in the tracks

of the frame 𝑡 + 1

+
1

2

1

2
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Scheme of multiple object tracking by object 

matching (2)

 To match tracks and detections an affinity matrix (similarity matrix) 

is constructed

 The similarity matrix 𝐴 for 𝑁 tracks and 𝑀 objects is the 𝑁 ×𝑀
matrix, where each element 𝑎𝑖𝑗 is a coefficient of similarity between 

the track 𝑇𝑖 and the object 𝑅𝑗

– Affinity coefficient (similarity coefficient) 𝑎𝑖𝑗 can be calculated 

using the position, shape and appearance of the object in the 

track and the detected object

 Searching for the best matches based on the affinity matrix is an 

optimization problem, and it is solved using the Hungarian 

algorithm

Nizhny Novgorod, 2020 Deep models for tracking objects in videos
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Classification of methods and deep models

for object tracking

 Classification of methods by data access:

– Offline-methods

– Online-methods

 Classification of deep models by their role in tracking method:

– Supplementing the existing tracking method

– Deep network embedding

– End-to-end deep networks

Nizhny Novgorod, 2020 Deep models for tracking objects in videos
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Classification of methods by data access

 Offline-methods have access to all frames of the video at the 

same time, and construct object tracks for the entire video

 Online-methods have sequential access to the video frames, and 

predict tracks for the current frame only based on the previous 

frames

 The industry and researchers are more interested in online tracking 

algorithms, since these algorithms allow to process the input 

frames in real-time

Nizhny Novgorod, 2020 Deep models for tracking objects in videos
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Classification of deep models by their role 

in tracking method

 Supplementing the existing tracking method

– Constructing a deep description for object tracking

 Deep network embedding

– Deep models replace some stages of tracking algorithms (for 

example, the detection stage)

 End-to-end deep networks

– Deep models replace all stages of object tracking (detection, 

matching, creating and removing tracks)

Nizhny Novgorod, 2020 Deep models for tracking objects in videos
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Deep models (1)

Supplementing the existing tracking method

 DeepSORT (2017) 

– Wojke N., Bewley A., Paulus D. Simple online and realtime tracking with a deep 

association metric // International Conference on Image Processing. – 2017. –

P. 3645–3649. – [https://arxiv.org/pdf/1703.07402.pdf], 

[https://ieeexplore.ieee.org/document/8296962].

Nizhny Novgorod, 2020 Deep models for tracking objects in videos

https://arxiv.org/pdf/1703.07402.pdf
https://ieeexplore.ieee.org/document/8296962
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Deep models (2)

Deep network embedding

 SINT (2016)

– Tao R., Gavves E., Smeulders A. Siamese instance search for tracking. – 2016. 

– [https://arxiv.org/pdf/1605.05863.pdf], 

[https://ieeexplore.ieee.org/document/7780527].

 SiameseNET (2017)

– Leal-Taixé L., Canton-Ferrer C., Schindler K. Learning by tracking: siamese

CNN for robust target association. – 2016. –

[https://arxiv.org/pdf/1604.07866.pdf], 

[https://ieeexplore.ieee.org/document/7789549].

 GOTURN (2016)

– Held D., Thrun S., Savarese S. Learning to track at 100 FPS with deep 

regression networks. – 2016. – [https://arxiv.org/pdf/1604.01802.pdf].

Nizhny Novgorod, 2020 Deep models for tracking objects in videos

https://arxiv.org/pdf/1605.05863.pdf
https://ieeexplore.ieee.org/document/7780527
https://arxiv.org/pdf/1604.07866.pdf
https://ieeexplore.ieee.org/document/7789549
https://arxiv.org/pdf/1604.01802.pdf
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Deep models (3)

End-to-end deep networks

 RNN-LSTM (2017)

– Milan A., Rezatofighi S.H., Dick A.R., et al. Online multi-target tracking using 

recurrent neural networks. – 2017. – [https://arxiv.org/pdf/1604.03635.pdf], 

[https://dl.acm.org/doi/10.5555/3298023.3298181].

 FAMNet (2019)

– Chu P., Ling H. FAMNet: Joint Learning of Feature, Affinity and Multi-

dimensional Assignment for Online Multiple Object Tracking. – 2019. –

[https://arxiv.org/pdf/1904.04989.pdf].

 MNP-Track (2020)

– Braso G., Leal-Taixe L. Learning a Neural Solver for Multiple Object Tracking. –

2020. – [https://arxiv.org/pdf/1912.07515.pdf].

Nizhny Novgorod, 2020 Deep models for tracking objects in videos

https://arxiv.org/pdf/1604.03635.pdf
https://dl.acm.org/doi/10.5555/3298023.3298181
https://arxiv.org/pdf/1904.04989.pdf
https://arxiv.org/pdf/1912.07515.pdf


37

DeepSORT (1)

 Comparing the tracks and the detected objects through matching, it 

is required to calculate the coefficient of similarity between the 

descriptions of these tracks and detected objects

 Objects may be compared by the following criteria:

– Location

– Shape

– Appearance

Nizhny Novgorod, 2020 Deep models for tracking objects in videos
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DeepSORT (2)

 Comparison of objects in appearance increases the likelihood of 

correct object tracking in the case of object reidentification

(intersections or occlusions)

 Initially, features for constructing target appearance were designed 

manually, but now features are extracted using neural networks

 To extract object features, models based on the well-known 

classification deep neural networks are often used

Nizhny Novgorod, 2020 Deep models for tracking objects in videos
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DeepSORT (3)

 The idea of DeepSORT is to extract a feature vector using a deep 

model to describe the object features

 The deep neural network is constructed and trained on the train 

dataset, and then the last layer responsible for the object 

classification is discarded

 Instead of constructing and training the model from scratch, 

existing classification models can be used. Therefore, this model 

allows to extract high-level features of the object

Nizhny Novgorod, 2020 Deep models for tracking objects in videos
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DeepSORT (4)

 DeepSORT (Deep Simple Online and Realtime Tracking) is a 

model which generates a descriptor (deep description of the 

detected object) represented by a vector of the size 128

 The model input: 

– RGB image of an object of the resolution 128x64 

 The model output: 

– Object descriptor is a tensor of the shape 1x128

* Wojke N., Bewley A., Paulus D. Simple online and realtime tracking with a deep association metric. – 2017 –

[https://arxiv.org/pdf/1703.07402.pdf].

Nizhny Novgorod, 2020 Deep models for tracking objects in videos

https://arxiv.org/pdf/1703.07402.pdf
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DeepSORT (5)

Nizhny Novgorod, 2020 Deep models for tracking objects in videos

 Architecture of DeepSORT:

 Architecture of residual blocks:

– In blocks with stride=2

convolutions are calculated

with the stride 2
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DeepSORT (6)

 Object descriptor extracted by the DeepSORT model is involved in 

computing an affinity coefficient between the track and the new 

detection; it improves the quality of object tracking

 The appearance affinity coefficient 𝐷𝑎 is calculated as follows:

– Descriptors for the image of the object from the track 𝑎𝑖 and the 

detected object 𝑎𝑗 are calculated using a deep model

– The affinity coefficient is calculated by the formula of the cosine 

distance between the descriptors of the objects 𝑎𝑖 and 𝑎𝑗

𝐷𝑎 = 𝑐𝑜𝑠𝑖𝑛𝑒_𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑎𝑖 , 𝑎𝑗 =
(𝑎𝑖 , 𝑎𝑗)

𝑎𝑖 ∙ 𝑎𝑗

Nizhny Novgorod, 2020 Deep models for tracking objects in videos
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DeepSORT (7)

 Dataset: MOT16

 Quality metrics: MOTA, MOTP, MT, ML, FPS (Hz)

 This method, despite its relative simplicity and high speed of work, 

shows a high quality of person tracking

Nizhny Novgorod, 2020 Deep models for tracking objects in videos

Algorithm MOTA↑ MOTP↑ MT↑ ML↓ FPS↑

EAMTT* 52.5 78.7 19.0 34.9 12

SORT** 59.8 79.6 25.4 22.7 60

DeepSORT 61.4 79.1 32.8 18.2 40

* Sanchez-Matilla R. et al. Online multi-target tracking with strong and weak detections. – 2016. –

[http://eecs.qmul.ac.uk/~andrea/papers/2016_ECCVW_MOT_OnlineMTTwithStrongAndWeakDetections_Sa

nchez-Matilla_Poiesi_Cavallaro.pdf].

** Bewley A., Zongyuan G., Ramos F. Simple online and realtime tracking. – 2016. –

[https://arxiv.org/pdf/1602.00763.pdf].

http://eecs.qmul.ac.uk/~andrea/papers/2016_ECCVW_MOT_OnlineMTTwithStrongAndWeakDetections_Sanchez-Matilla_Poiesi_Cavallaro.pdf
https://arxiv.org/pdf/1602.00763.pdf
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SINT (1)

 SINT (Siamese INstance search for Tracking) is a method that 

receives the first frame with the object location and the current 

frame with the hypotheses of object locations and returns a 

prediction of the object location on the current frame

 SINT is not specialized for the certain object class (pedestrians, 

vehicles, etc.), the method is designed for tracking objects of 

various classes

* Tao R., Gavves E., Smeulders A. Siamese instance search for tracking. – 2016. –

[https://arxiv.org/pdf/1605.05863.pdf], [https://ieeexplore.ieee.org/document/7780527].

Nizhny Novgorod, 2020 Deep models for tracking objects in videos

https://arxiv.org/pdf/1605.05863.pdf
https://ieeexplore.ieee.org/document/7780527
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SINT (2)

 The idea of SINT is to construct a learned function that provides 

the best correspondences between the object at the first frame and 

the hypotheses about object location at the current frame

* Tao R., Gavves E., Smeulders A. Siamese instance search for tracking. – 2016. –

[https://arxiv.org/pdf/1605.05863.pdf], [https://ieeexplore.ieee.org/document/7780527].
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 𝑥𝑡 = argmax
𝑥𝑗,𝑡

𝑚 𝑝𝑎𝑡𝑐ℎ𝑥0 , 𝑝𝑎𝑡𝑐ℎ𝑥𝑗,𝑡

Learned matching function

𝑚(𝑎, 𝑏)

𝑥0 is a bounding box for the object

𝑝𝑎𝑡𝑐ℎ𝑥0 is a frame and a bounding box 𝑥0

𝑥𝑗,𝑡 is the hypothesis 𝑗 for the frame 𝑡

𝑝𝑎𝑡𝑐ℎ𝑥𝑗,𝑡 is a frame and a bounding box 𝑥𝑗,𝑡

Prediction of the object 

location at the frame

Frame 0 Frame 𝑡

 𝑥𝑡 is a new location

Frame 𝑡

https://arxiv.org/pdf/1605.05863.pdf
https://ieeexplore.ieee.org/document/7780527


46

SINT (3)

 Siamese model consists of two symmetrical branches

 The first branch of the model receives the first frame and bounding 

box from the track, the second one receives the current frame and 

hypotheses (bounding boxes) about the object location on the 

current frame

 Input of a single branch:

– Image is a tensor of the shape 1x3x512x512

– Set of bounding boxes is a tensor of the size Nx4, where N is 

the number of hypotheses about the object location on the 

current frame

 Hypothesis generation is described in detail in the original paper*

* Tao R., Smeulders A., Chang S.-F. Attributes and categories for generic instance search from one 

example. – 2015. – [openaccess.thecvf.com/content_cvpr_2015/papers/

Tao_Attributes_and_Categories_2015_CVPR_paper.pdf].

Nizhny Novgorod, 2020 Deep models for tracking objects in videos

http://openaccess.thecvf.com/content_cvpr_2015/papers/Tao_Attributes_and_Categories_2015_CVPR_paper.pdf


47

SINT (4)

 Single branch architecture:

Nizhny Novgorod, 2020 Deep models for tracking objects in videos
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SINT (5)

 Convolutional block (Conv block):

– Conv: 3x3

– Conv: 3x3

– ReLU

 Parameters of the RoI pooling layer (RoI pooling):

– Pooled width: 7

– Pooled height: 7

 The model contains a small number of layers to extract low-level 

features of the object (edges, angles, etc.)

Nizhny Novgorod, 2020 Deep models for tracking objects in videos
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SINT (6)

 An object description is generated at the output of the branch

 Branch output:

– Object descriptor for a bounding box is a vector of the size 

54 272 (7*7*512 + 4 096 + 7*7*512)

 An object descriptor is constructed by concatenation of outputs 

from three layers:

– The output of the first RoI pooling layer of the spatial size 7x7 

and 512 channels, flatten into a one-dimensional vector

– Output of the fully connected layer is a vector of the size 4 096 

– The output of the third RoI pooling layer of the spatial size 7x7 

and 512 channels, flatten into a one-dimensional vector

Nizhny Novgorod, 2020 Deep models for tracking objects in videos
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SINT (7)

 The model architecture:

Nizhny Novgorod, 2020 Deep models for tracking objects in videos
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SINT (8)

 For the model training, the margin contrastive loss is used:

𝐿 𝑥𝑗 , 𝑥𝑘 , 𝑦𝑗𝑘 =
1

2
𝑦𝑗𝑘𝐷

2 +
1

2
1 − 𝑦𝑗𝑘 max 0, 𝜖 − 𝐷2 ,

where 𝐷2 = 𝑓 𝑥𝑗 − 𝑓(𝑥𝑘) is the Euclidean distance between 

descriptors 𝑥𝑗 and 𝑥𝑘,

𝑦𝑗𝑘 =  
1, if 𝑥𝑗 and 𝑥𝑘 represent the same object

0, if 𝑥𝑗 and 𝑥𝑘 represent different objects

𝜖 (margin) is the parameter above of which objects will be 

considered different

Nizhny Novgorod, 2020 Deep models for tracking objects in videos
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SINT (9)

 After calculating the descriptors for all pairs “object-hypothesis”, the 

pair whose descriptor is closest to the object descriptor at the first 

frame is selected 

 𝑥𝑡 = argmax
𝑥𝑗,𝑡

𝑚 𝑝𝑎𝑡𝑐ℎ𝑥0 , 𝑝𝑎𝑡𝑐ℎ𝑥𝑗,𝑡

𝑚 𝑥, 𝑦 = 𝑓(𝑥) 𝑇𝑓(𝑦)

where 𝑓(𝑥) is a descriptor calculated for the frame with bounding 

box, 𝑡 is a frame number, 𝑥𝑗,𝑡 is a hypothesis 𝑗 for the frame 𝑡, 

𝑝𝑎𝑡𝑐ℎ𝑥0 is the frame 0 and object location, i.e. bounding box

(groundtruth)

𝑝𝑎𝑡𝑐ℎ𝑥𝑗,𝑡 is the frame 𝑡 and object location corresponding to the 

bounding box for the hypothesis 𝑗

Nizhny Novgorod, 2020 Deep models for tracking objects in videos
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SINT (10)

 Dataset: online tracking benchmark (OTB) 

 Quality metrics: AUC, Precision

 The authors demonstrate the ability of the algorithm to accompany 

objects that did not participate in network training

Nizhny Novgorod, 2020 Deep models for tracking objects in videos

Algorithm AUC Precision

MEEM* 57.2 84.0

MUSTer** 62.1 83.6

SINT 62.5 84.8

* Zhang J., Ma S., Sclaroff S.. Meem: Robust tracking via multiple experts using entropy minimization. 

– 2014. – [https://cs-people.bu.edu/jmzhang/MEEM/MEEM-eccv-preprint.pdf].

** Hong Z. et al. Multi-store tracker (muster): A cognitive psychology inspired approach to object 

tracking. – 2015. – [https://openaccess.thecvf.com/content_cvpr_2015/papers/Hong_MUlti-

Store_Tracker_MUSTer_2015_CVPR_paper.pdf].

https://cs-people.bu.edu/jmzhang/MEEM/MEEM-eccv-preprint.pdf
https://openaccess.thecvf.com/content_cvpr_2015/papers/Hong_MUlti-Store_Tracker_MUSTer_2015_CVPR_paper.pdf
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SiameseNET (1)

 The idea of the SiameseNET* algorithm:

– Objects on the frames 𝑀 and 𝑁 are detected; and for each pair 

of object images, a confidence that these images contain the 

same object is calculated using a deep model 

– For each pair of object images the context is also calculated

– Further, the stochastic gradient boosting classifier** is trained 

based on the descriptor extracted from the last fully connected 

layer of the model and the context of the pair 

– This classifier calculates the correct mappings between objects 

on the frames 𝑀 and 𝑁

* Leal-Taixé L., Canton-Ferrer C., Schindler. K. Learning by tracking: siamese CNN for robust target 

association. – 2016. – [https://arxiv.org/pdf/1604.07866.pdf].

** Friedman. J. Stochastic gradient boosting // Computational Statistics & Data Analysis. – 2002. P. 367–

378.

Nizhny Novgorod, 2020 Deep models for tracking objects in videos

https://arxiv.org/pdf/1604.07866.pdf
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SiameseNET (2)

 Assumed the first object location is 𝑝1 = (𝑥, 𝑦), and its size is 

𝑆1 = (𝑤, ℎ) at the time 𝑡1 (for the second time the similar notation is 

introduced) 

 The context for the pair of object locations consists of the following 

contextual features:

– Relative size change:

𝑆1 − 𝑆2
𝑆1 + 𝑆2

=
𝑤1 −𝑤2

𝑤1 +𝑤2
,
ℎ1 − ℎ2
ℎ1 + ℎ2

– Position change:

𝑝1 − 𝑝2
– Relative velocity:

𝑝1 − 𝑝2
𝑡2 − 𝑡1

Nizhny Novgorod, 2020 Deep models for tracking objects in videos
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SiameseNET (3)

 SiameseNETs typically contain two branches with two inputs, each 

input is a set of images

 The developers of SiameseNET carried out experiments, and 

found that it is better to combine both branches of the Siamese 

network into a single one by combining the input images into a 

single batch

* Leal-Taixé L., Canton-Ferrer C., Schindler. K. Learning by tracking: siamese CNN for robust target 

association. – 2016. – [https://arxiv.org/pdf/1604.07866.pdf].

Nizhny Novgorod, 2020 Deep models for tracking objects in videos

Object images

+ 

optical flow

Batch

[1x10x121x53]
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https://arxiv.org/pdf/1604.07866.pdf
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* Leal-Taixé L., Canton-Ferrer C., Schindler. K. Learning by tracking: siamese CNN for robust target 

association. – 2016. – [https://arxiv.org/pdf/1604.07866.pdf].

SiameseNET (4)

Nizhny Novgorod, 2020 Deep models for tracking objects in videos
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SiameseNET (5)

 The deep model receive images in LUV format, not in RGB

 The model input is a tensor of the shape 10x121x53, we get

10 channels by concatenating the following data:

– Image of the object 1 in LUV format (3 channels)

– Optical flow of the object 1 (2 channels)

– Image of the object 2 in LUV format (3 channels)

– Optical flow of the object 2 (2 channels)

 Optical flow is calculated using the Farnebäck method*

* Farnebäck G. Two-Frame Motion Estimation Based on Polynomial Expansion. – 2003. –

[http://www.diva-portal.org/smash/get/diva2:273847/FULLTEXT01.pdf].

Nizhny Novgorod, 2020 Deep models for tracking objects in videos

http://www.diva-portal.org/smash/get/diva2:273847/FULLTEXT01.pdf
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SiameseNET (6)

 Dataset: MOT15

 Quality metrics: MOTA, MOTP, MT, ML, FP

 The proposed method has a comparable quality with the methods 

of its time, while it has a small number of false positives

Nizhny Novgorod, 2020 Deep models for tracking objects in videos

Модель MOTA↑ MOTP↑ MT↑ ML↓ FP↓

SCEA* 29.1 71.7 8.9 47.3 6060

MDP** 30.3 71.3 13.0 38.4 9717

SiameseNET 29.0 71.2 8.5 48.4 5160

* Hong Yoon J. et al. Online multi-object tracking via structural constraint event aggregation. – 2016. –

[https://ieeexplore.ieee.org/document/7780524].

** Xiang Y. et al. Online Multi-Object Tracking by Decision Making. – 2015. –

[https://cvgl.stanford.edu/papers/xiang_iccv15.pdf].

https://ieeexplore.ieee.org/document/7780524
https://cvgl.stanford.edu/papers/xiang_iccv15.pdf
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GOTURN (1)

 GOTURN (Generic Object Tracking Using Regression Network ) is 

trained by comparing pairs of cropped frames:

– Supposed the object location in the first frame is known, and the 

first frame and the second one are cropped to the size which in 

two times larger than the box bounded the object at the first 

frame, the cropped image is centered by the object center

– Further, the algorithm predicts the location of the same object in 

the second frame 

– The convolutional neural network is trained to predict the 

location of the bounding box in the second frame

* Held D., Thrun S., Savarese S. Learning to track at 100 FPS with deep regression networks. – 2016. –

[https://arxiv.org/pdf/1604.01802.pdf].

Nizhny Novgorod, 2020 Deep models for tracking objects in videos

https://arxiv.org/pdf/1604.01802.pdf
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GOTURN (2)

Nizhny Novgorod, 2020 Deep models for tracking objects in videos

 The model architecture:

* Held D., Thrun S., Savarese S. Learning to track at 100 FPS with deep regression networks. – 2016. –

[https://arxiv.org/pdf/1604.01802.pdf].
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GOTURN (3)

 The branch 1 receives the current frame with the object in the 

center; the image is cropped so that the object size is a half of the 

image size

 The branch 2 receives a new frame, but it is cropped just like the 

first one

 The model output is the bounding box in the second image

* Held D., Thrun S., Savarese S. Learning to track at 100 FPS with deep regression networks. – 2016. –

[https://arxiv.org/pdf/1604.01802.pdf].

Nizhny Novgorod, 2020 Deep models for tracking objects in videos

https://arxiv.org/pdf/1604.01802.pdf
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GOTURN (4)

 The GOTURN architecture is similar to CaffeNet (AlexNet) with a 

few changes:

– GOTURN contains two branches of convolutional layers similar 

to the CaffeNet convolutional layers. The outputs of the 

convolutional layers of two branches are concatenated in front 

of the fully connected layers. The fully connected layers are 

identical to CaffeNet

– The shape of the last fully connected layer changed from 

1x1000 to 1x4 (the model output is a bounding box)

 GOTURN is a compact and fast convolutional network

Nizhny Novgorod, 2020 Deep models for tracking objects in videos
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RNN-LSTM (1)

 The idea of this method is to implement object tracking using only 

deep neural networks

 Set of models with the LSTM architecture are used to calculate 

data association, i.e. to find best matches between detected 

objects on the frame 𝑡 + 1 and tracks on the frame 𝑡

 Model with the RNN architecture is used to predict object locations, 

update tracks, estimate the confidence of the objects existence, 

and create new tracks or remove old ones

* Milan A., Rezatofighi S.H., Dick A.R., et al. Online multi-target tracking using recurrent neural networks // 

AAAI Conference on Artificial Intelligence. – 2017. – P. 4225–4232. – [https://arxiv.org/pdf/1604.03635.pdf].

Nizhny Novgorod, 2020 Deep models for tracking objects in videos

https://arxiv.org/pdf/1604.03635.pdf
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RNN-LSTM (2)

 The RNN output is used as the input of LSTM

 The LSTM output is used as input of RNN; therefore, there is a 

loop

Nizhny Novgorod, 2020 Deep models for tracking objects in videos
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 The algorithm pipeline:

* Milan A., Rezatofighi S.H., Dick A.R., et al. Online multi-target tracking using recurrent neural networks. –

2017. – [https://arxiv.org/pdf/1604.03635.pdf], [https://dl.acm.org/doi/10.5555/3298023.3298181].

RNN-LSTM (3)

Nizhny Novgorod, 2020 Deep models for tracking objects in videos
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RNN-LSTM (4)

 The RNN model provides the following functionality:

– Predict locations of tracks

– Update locations of tracks using information about new detected 

objects

– Create or remove tracks

 The LSTM model searches for the best matches between location 

prediction for tracks and bounding boxes corresponding to the 

detected objects using the matrix of distances between tracks and 

objects

Nizhny Novgorod, 2020 Deep models for tracking objects in videos
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RNN-LSTM (5)

 LSTM replaces greedy algorithms for matching tracks and detected 

objects, in particular, the Hungarian algorithm

 The single LSTM for the single track

 LSTM scheme:

Nizhny Novgorod, 2020 Deep models for tracking objects in videos
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RNN-LSTM (6)

 The LSTM inputs:

– LSTM state 𝑐𝑖
– Hidden state ℎ𝑖
– Vector of distances between the location of the track 𝑖 and the 

bounding boxes of the detected objects 𝐷𝑡 = 𝑧𝑡 − 𝑥𝑡
𝑖

2

 The LSTM outputs:

– LSTM state 𝑐𝑖+1
– Hidden state ℎ𝑖+1
– The vector of probabilities for assignment between the tracks 

and objects on the new frame 𝑎𝑡
𝑖

Nizhny Novgorod, 2020 Deep models for tracking objects in videos
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RNN-LSTM (7)

 The assignment matrix 𝐴𝑡 is constructed, 𝐴𝑡∈[0,1]
𝑁×(𝑀+1), based 

on the probability vectors 𝑎𝑡
𝑖 of the LSTM models

– Each element 𝑎𝑡
𝑖,𝑗

of the vector 𝑎𝑡
𝑖 is a probability that the object 

𝑗 belongs to the track 𝑖

– The sum of the vector 𝑎𝑡
𝑖 elements equals 1

– The number of rows of the matrix is 𝑁, where 𝑁 is the number of 

tracks

– The number of columns of the matrix is 𝑀 + 1 (the number of 

detected objects + extra column for the situations when the 

probability is missing)

 The assignment matrix 𝐴𝑡 is an input of the RNN model

Nizhny Novgorod, 2020 Deep models for tracking objects in videos



71

RNN-LSTM (8)

 The RNN model:

Nizhny Novgorod, 2020 Deep models for tracking objects in videos
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RNN-LSTM (9)

 The algorithm:

1. The block ”Predict object locations”. Object locations 𝑥𝑡+1
∗ for 

the tracks in the new frame are predicted using the locations 

𝑥𝑡 for the tracks in the current frame

2. The block “Update tracks”. New locations 𝑥𝑡+1 for the tracks 

and updated probabilities of the tracks existence 𝜀𝑡+1 are 

calculated based on the new detected objects 𝑧𝑡, the 

assignment matrix 𝐴𝑡, the current probabilities of the tracks 

existence 𝜀𝑡 and the hypotheses about new locations 𝑥𝑡+1
∗ . 

The matrix 𝐴𝑡is required to handle track occlusions and other 

ambiguous situations

Nizhny Novgorod, 2020 Deep models for tracking objects in videos
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RNN-LSTM (10)

 The algorithm:

3. The block “Birth/Death”. The absolute difference

𝜀𝑡+1
∗ = 𝜀𝑡 − 𝜀𝑡+1 is calculated based on the probabilities of the 

tracks existence 𝜀𝑡 and the updated probabilities of the tracks 

existence 𝜀𝑡+1. This difference is required for the model 

training to handle situations when the object detection is 

absent, but it is not supposed to complete object track since 

the object will appear on the next frame
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RNN-LSTM (11)

 The RNN inputs:

– Hidden state ℎ𝑡
– Object locations 𝑥𝑡 for the tracks is a vector of bounding boxes 

𝑥, 𝑦, 𝑤, ℎ of the size 𝑁, where 𝑥, 𝑦 are coordinates of the center 

of the bounding box, and 𝑤, ℎ are width and height of the 

bounding box

– Probabilities of tracks existence 𝜀𝑡
– Assignment matrix between the tracks and detections on the 

new frame 𝐴𝑡∈[0,1]
𝑁×(𝑀+1)

– Detected objects 𝑧𝑡 in the new frame is a vector of bounding 

boxes of the size 𝑀. The vector is calculated using an object 

detector (for example, a deep model to solve the problem of 

object detection)
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RNN-LSTM (12)

 The RNN outputs:

– Updated hidden state ℎ𝑡+1
– Hypotheses about new object locations in the tracks 𝑥𝑡+1

∗

– Absolute difference 𝜀𝑡+1
∗ = 𝜀𝑡+1 − 𝜀𝑡

– Updated probabilities of the tracks existence 𝜀𝑡+1∈(0,1)
𝑁. 

Inferring the model, if this value becomes less than 0.6, then the 

track terminates

– Updated object locations of the tracks 𝑥𝑡+1, 𝑥𝑡+1 is a vector of 

bounding boxes of the size 𝑁
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RNN-LSTM (13)

 Dataset: MOT15

 Metrics: MOTA, MOTP, MT, ML, FPS

 The proposed RNN-LSTM method offers high performance for 

use in variours scenes
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Модель MOTA↑ MOTP↑ MT↑ ML↓ FPS↑

SCEA* 29.1 71.7 8.9 47.3 6.8

MDP** 30.3 71.3 13.0 38.4 1.1

RNN-LSTM 19.0 71.0 5.5 45.6 165.2

* Hong Yoon J. et al. Online multi-object tracking via structural constraint event aggregation. – 2016. –

[https://ieeexplore.ieee.org/document/7780524].

** Xiang Y. et al. Online Multi-Object Tracking by Decision Making. – 2015. –

[https://cvgl.stanford.edu/papers/xiang_iccv15.pdf].

https://ieeexplore.ieee.org/document/7780524
https://cvgl.stanford.edu/papers/xiang_iccv15.pdf
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FAMNet (1)

 The principle of building a FAMNet network is the creation of a 

deep network in which all stages of the tracking algorithm 

(extraction of features, construction of a similarity matrix, search for 

matches) are differentiable operations and are optimized together 

in the learning process

 The FAMNet algorithm uses the tracking-by-detection approach, 

but internally it uses the prediction of the position of one object 

(Single Object Tracking, SOT) to improve the quality of tracking
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* Chu P., Ling H. FAMNet: Joint Learning of Feature, Affinity and Multi-dimensional Assignment for 

Online Multiple Object Tracking. – 2019. – [https://arxiv.org/pdf/1904.04989.pdf].

https://arxiv.org/pdf/1904.04989.pdf
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FAMNet (2)

 In FAMNet interpretation, Multiple object tracking is to find a multi-

dimensional association that maximizes the overall affinity subject 

to the association constrains

where 𝐶𝑖0 ∶ 𝑖𝑘 is the hypothesis about the trajectory 𝑡𝑟 on frames 0: 𝑘

(the trajectory consists of the centers of the object on each frame) 

𝑍𝑖0 ∶ 𝑖𝑘 is a vector of values 0 and 1, where 1 means that the 

hypothesis about the trajectory 𝑡 is true for the frame, and 0 is not true
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𝑎𝑟𝑔𝑚𝑎𝑥𝑍𝑖0 ∶ 𝑖𝑘
 

𝑖0 ∶ 𝑖𝑘

𝐶𝑖0 ∶ 𝑖𝑘 ∙ 𝑍𝑖0 ∶ 𝑖𝑘
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FAMNet (3)

 Feature Sub-Net takes as input the image and bounding box of the 

candidate for tracking 

 Architecture of Feature Sub-net is a Siamese Convolutional 

Network, SiamFC* model based on VGG-16 used for experiments 

in this study

 The output of the model is an embedding vector of 500 values
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* Sadeghian A., Alahi A., Savarese. S. Tracking the untrackable: Learning to track multiple cues with 

long-term dependencies. – 2017. – [https://arxiv.org/pdf/1701.01909.pdf].

https://arxiv.org/pdf/1701.01909.pdf
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FAMNet (4)

 The Affinity Sub-Network combines objects embeddings and their 

movement information into the affinity for the hypothesis trajectory

 A window of three consecutive frames comes to the input of the 

Affinity Sub-net for calculating the affinity, and the coordinates of 

objects in the frames are normalized relative to the average frame 

 In addition to the hypothesis about the trajectory 𝐶𝑖0 ∶ 𝑖𝑘, the output 

of the model is prediction of the object location on the last frame for 

the SOT (it is used to track when the object is not detected on the 

frame)
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FAMNet (5)

 Affinity Sub-Net
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FAMNet (6)

 Multidimentional assignment (MDA Sub-Net) finds the best 

matches between detected objects on a sequence of frames 

 MDA Sub-Net solves the problem of association between objects 

and trajectories using a heuristic method, i.e. giving not an exact 

solution, but its some approximation. 

 MDA Sub-Net consists of two layers - the R1TA layer and the L1-

normalization layer.
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FAMNet (7)

 Relationship of submodels in FAMNET
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FAMNet (8)

 FAMNet tracking algorithm: 

– We combine the detected objects and the prediction of the 

position of SOT objects and get candidates for tracking 

– Based on the candidates for tracking, we construct hypotheses 

of trajectories and a multidimensional associations
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FAMNet (9)

 Dataset: MOT17

 Quality metrics: MOTA, MOTP, MT, ML

 FAMNet achieves very high quality of support
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Algorithm MOTA↑ MOTP↑ MT↑ ML↓

DMAN* 48.2 75.7 19.3 38.3

MOTDT** 50.9 76.6 17.5 35.7

FAMNet 52.0 76.5 19.1 33.4

* Zhu J. et al. Online multi-object tracking with dual matching attention networks. – 2018. –

[https://arxiv.org/pdf/1902.00749.pdf].

** Zhen L., Ai H., Zhuang Z.. Real-time multiple people tracking with deeply learned candidate 

selection and person re-identification. – 2018. – [https://arxiv.org/pdf/1809.04427.pdf].

https://arxiv.org/pdf/1902.00749.pdf
https://arxiv.org/pdf/1809.04427.pdf
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MNP-track (1)

 The MNP-track tracking algorithm uses a graph neural network 

approach to find mappings between multiple detected objects in 

pairs of images 

 The problem of constructing trajectories is interpreted as the 

problem of finding connected components of a graph, in which the 

nodes are the detected objects, and the edges are the affinity of 

objects in adjacent frames.
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* Braso G., Leal-Taixe L. Learning a Neural Solver for Multiple Object Tracking. – 2020. –

[https://arxiv.org/pdf/1912.07515.pdf].

https://arxiv.org/pdf/1912.07515.pdf
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MNP-track (2)

 As the values for the graph nodes embeddings obtained from a 

Convolutional neural network based on ResNet-50 with a 

description length of 256 numbers are used

 As the values for the graph edge, a feature vectors are used that 

encodes the relative position and distance, as well as the distance 

in time 

 The problem of constructing trajectories is solved as the problem of 

classifying the edges of the graph into those that are connected for 

the bounding boxes of the object into a trajectory on adjacent 

frames and not
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MNP-track (3)

 Sequence of training
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MNP-track (4)

 Dataset: MOT17

 Quality metrics: MOTA, IDF1, MT, ML

 MNP performs well in all metrics, while the speed reaches 6.5 FPS
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Aglorithm MOTA↑ IDF1↑ MT↑ ML↓

FAMNet* 52.0 48.7 19.1 33.4

Tracktor** 56.3 55.1 21.1 35.3

MNPTrack 58.8 61.7 28.8 33.5

* Chu P., Ling H. FAMNet: Joint Learning of Feature, Affinity and Multi-dimensional Assignment for 

Online Multiple Object Tracking. – 2019. – [https://arxiv.org/pdf/1904.04989.pdf].

** Bergmann P., Meinhardt T., Leal-Taixe L.. Tracking without bells and whistles. – 2019. –

[https://arxiv.org/pdf/1903.05625.pdf].

https://arxiv.org/pdf/1904.04989.pdf
https://arxiv.org/pdf/1903.05625.pdf
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Comparison of deep models for object tracking 

 Until 2015, multi-object tracking methods predominantly used the 

tracking-through-detection approach, the community focused on 

finding data association methods. Manual generation of object 

features 

 Then there is a development of methods for the automatic 

extraction of features from object images for tracking

 After that, end-to-end tracking methods are developed, complex 

algorithms are divided into subnets, and automatic differentiation 

mechanisms are introduced to train all subnets together. This 

allows you to get a significant increase in the quality of the 

algorithms.
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Comparison of deep models for object tracking 

 Training dataset: MOT17, 7 train videos

 Test dataset: MOT17, 7 test videos

 Quality metrics: MOTA, IDF1, MOTP

 Algorithms:

– SORT

– Tracktor++

– FAMNet

– MNP-Track
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Comparison of deep models for object tracking 

 The addition of a deep description of the tracked objects in the 

tracking algorithms made it possible to greatly increase the quality 

of tracking objects due to more accurate work in situations 

associated with collisions.
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Algorithms Год MOTA IDF1 MOTP

SORT 2017 43.14 39.84 77.77

FAMNet 2019 52.00 48.71 76.48

Tracktor++ 2019 53.51 52.33 77.98

MNPTrack 2020 58.85 61.75 78.62

Use deep description 

(embeddings) 

of tracking objects
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Conclusion

 Currently, new object tracking algorithms are being developed, new 

large datasets are being collected and deep models are being 

developed

 The problem of object tracking cannot be considered completely 

solved

 However, software that solves the problem of object tracking for the 

specific object classes (cars, pedestrians, etc.) with high accuracy 

already exists and is used in industry, manufacturing, and retail
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