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OBJECTIVES 

The purpose of this work is to demonstrate practical implementation of the conjugate gradient 

method for symmetric sparse matrices using preconditioning and study influence of the computa-

tion error on the solution accuracy. 

ABSTRACT 

In the course of this laboratory work, we shall review one of iterative methods of solving line-

ar system, i.e. the conjugate gradient method. Students will be proposed to implement this meth-

od for symmetric sparse matrices and study its convergence. We will also consider the use of 

ILU(0)-preconditioner to improve the method convergence. Then we will use multiple precision 

numbers to implement the method, analyze its convergence and compare the results to theoreti-

cal estimates. In the final part of the work, we will develop the parallel method version and eval-

uate its efficiency. 

GUIDELINES 

The theoretical part of this work will describe the general scheme of solving the linear sys-

tem      with a symmetric positive definite matrix   using the conjugate gradient method. In 

the course of laboratory work, formulas to compute iterative approximation of the method will 

be substantiated in the same way as the minimization problem solution. Then we shall introduce 

the definition of preconditioner and describe modification of the conjugate gradient method for-

mulas with the ILU-preconditioner.  

It is proposed to implement the conjugate gradient method for a symmetric sparse matrix 

stored in the CRS format. Sequential implementation will be based on the method computation 

formulas. Then the program will be modified to use the ILU(0)-preconditioner from the laborato-

ry work on Preconditioning Using Incomplete LU-factorization to improve the method conver-

gence.  

Experimental results will be demonstrated for the matrices from the University of Florida 

Sparse Matrix Collection with size from 48 through 700,000 based on single and double preci-

sion floating point numbers. Experiments show that the number of method iterations exceeds 

theoretical estimates many times due to loss of accuracy in the course of arithmetic operations 

and accumulation of computational error. The use of a preconditioner for smaller matrices ena-

bled reduction of the number of iterations by 5 to 9 times when double precision numbers were 

used or 7 to 15 times in case of single precision numbers. For one of the test matrices, the solu-

tion was obtained only with the help of a preconditioner. 



To reduce the computational error in the course of arithmetic operations, it is proposed to use 

the MPFR free library [4] for multiple precision computations with correct rounding. For this 

purpose, the library is preassembled to run under Windows. Then, the consecutive program ver-

sion is redesigned to enable the use of mpfr_t floating point numbers, all arithmetic operations 

are replaced by the corresponding library functions (sum of two numbers mpfr_add(), differ-

ence of two numbers mpfr_sub(),product of two numbers mpfr_mul(), quotient of two 

numbers mpfr_div() etc). Experimental results for test matrices show that the use of multi-

ple precision variables ensures consistency with the theoretical estimates, as the number of 

method iterations is close to the matrix order.  

Parallel implementation of the conjugate gradient method is based on OpenMP. As the con-

jugate gradient method iterations have interdependent data, we will propose to parallelize matrix-

vector operations used to compute the method coefficients. For this purpose, the #pragma omp 

parallel for directive is applied to the cycles of corresponding functions. Experiments 

show that the selected scheme is inefficient as the overheads for threads are comparable to the 

corresponding computation load in terms of time. 

RECOMMENDATIONS FOR STUDENTS  

A description of the conjugate gradient method can be found in many publications as it is one 

of the best known methods of solving linear systems. A brief method description including pseu-

docode algorithms can be found in [1]. A detailed description of the method including the re-

spective conclusions, theoretical justification and application examples can be found in [2]. The 

method is reviewed in terms of matrix operations in [3]. 
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PRACTICE 

1. Apply the preconditioner ILU(p) to the conjugate gradient method. How will it influence 

the convergence rate? 

2. Modify your program to implement the biconjugate gradient method. Compare conver-

gence rates of the conjugate and biconjugate gradient methods. 

TEST 

1. Can the CG method be considered as a direct method of solving linear systems? 

a. + Yes 

b. Yes, but only for well-conditioned matrices 

c. No 

2. What problems are solvable using the conjugate gradient method? 

a. + Problems with a symmetric positive definite matrix 

b. Problems with a general matrix  

c. Problems with a symmetric matrix 

3. What optimization problem does the solution for the system     with a symmetric 

positive definite matrix correspond to? 

a. +  ( )  
 

 
(    )  (   ) 

b.  ( )  
 

 
(    )    

c.  ( )       

4. Which matrix-vector operation is not used for computation of the conjugate gradient 

method coefficients? 

a. Matrix multiplication by a vector 

b. Scalar product of two vectors  

c. +Product of two matrices 

5. Which condition is the    computation formula responsible for? 

a. Conjugacy of residual and direction vectors    and    

b. Conjugacy of residual vectors    and       

c. + Conjugacy of direction vectors    and      

6. What computation formula appears in the method when the preconditioner is used? 

a.       
       

b. +       
       

c.       
       



7. Why may the number of method iterations exceed the theoretical estimate for double-

precision floating point numbers? 

a. Computational error accumulates due to number representation. 

b. The matrix is ill-conditioned 

c. +Accuracy is lost and computational error accumulates due to number representa-

tion. 

8. What will the variable be equal to after initialization by the mpfr_init() function? 

a. + NaN 

b. 0  

c. Plus infinity 

9. What will rounding of 4.5 and 7.5 using MPFR_RNDN (rounding to the nearest) result in? 

a. + 4 and 7 

b. 5 and 8 

c. 4 and 8 

10. Which operator is not subject to reduction in OpenMP? 

a. ^ 

b. + / 

c. && 

11. What is the reason for low scalability of the implemented parallel version? 

a. Use of reduction 

b. +Low computation load on threads 

c. Atomic operations for shared variables. 

  


