|  |  |
| --- | --- |
|  |  |

The Ministry of Education and Science of the Russian Federation

LobachevskyState University of Nizhni Novgorod

Computing Mathematics and Cybernetics faculty

The competitiveness enhancement program   
of the Lobachevsky State University of Nizhni Novgorod   
among the world's research and education centers

Strategic initiative  
“Achieving leading positions in the field of supercomputer technology   
and high-performance computing”

**Numerical Methods for Solving Differential Equations**

*Lecture 3. Solving Partial Differential Equations as Illustrated by Wave Equation and Heat Equation*

Nizhni Novgorod

2014

# Objectives

The purpose of this lecture is to study methods of numerical solution of partial differential equations and construction of corresponding parallel algorithms. This is illustrated by the wave equation and heat transfer problem.

# Abstract

The lecture is dedicated to solving second-order partial differential equations using the finite difference method. Solving the wave and heat equations is given in detailed description. For each example, the lecture states the problem, determines the difference scheme, describes the way of creating computation architecture and lists the experimental results.

# Guidelines

The lecture is dedicated to solving second-order partial differential equations and parallel numerical methods of solving them. This class of problems is important as mathematical models of many processes in mechanics (vibration of strings, rods, diaphragms and 3D shapes), physics (electromagnetic oscillations, heat transfer or particle diffusion in a medium), fluid and gas dynamics (various types of flows) are described by the second-order equations.

The introductory part of this lecture defines main notions of this field such as partial differential equations and their order, linear and quasilinear differential equations, differential equation solution, initial and boundary conditions and their types. In practice, only a limited class of problems can be solved analytically. Most problems describing phenomena and processes around as allow for a numerical solution only.

A universal method of solving the above differential equations is the *finite difference* *method of* which confines solving differential equations to solving difference equations. To convert a differential equation to a difference one, replace the continuous domain with a discrete set of points (*grid*) and replace the differential equation with a difference one. The following problems typical for methods of finite differences in general arise in connection with construction of a difference scheme. First, one has to make sure that the linear system has only one solution and indicate the algorithm that makes it possible to obtain it. Second, one has to show that if the grid step tends to zero, the difference problem solution will converge to the initial differential problem solution.

Let us study the first Dirichlet boundary value problem for a one-dimensional wave equation ![](data:image/x-wmf;base64,183GmgAAAAAAAMANIAQACQAAAADxVwEACQAAAxkCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIATADRIAAAAmBg8AGgD/////AAAQAAAAwP///6z///+ADQAAzAMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJAAkAABQAAABMCQAJ6AgUAAAAUAkAC3QUFAAAAEwJAAisIHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxEgB5SAd2QJEKdqYRZk0EAAAALQEBAAgAAAAyCqACAA0BAAAAKXkIAAAAMgqgAvULAQAAACx5CAAAADIKoAKrCgEAAAAoeRwAAAD7AmD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RIAeUgHdkCRCnamEWZNBAAAAC0BAgAEAAAA8AEBAAgAAAAyClcDhwcBAAAAMnkcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIB3ZAkQp2phFmTQQAAAAtAQEABAAAAPABAgAIAAAAMgr/ANAGAQAAADJ5CAAAADIK9AEPBQEAAAAyeQgAAAAyCiMDuQEBAAAAMnkIAAAAMgr/ACkBAQAAADJ5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxEgB5SAd2QJEKdqYRZk0EAAAALQECAAQAAADwAQEACAAAADIKoAJ8DAEAAAB0AAgAAAAyCqACRwsBAAAAeHkIAAAAMgqgAuYJAQAAAGZ5CAAAADIKzwOrBgEAAAB4eQgAAAAyCqsBQQcBAAAAdXkIAAAAMgrPAywBAQAAAHR5CAAAADIKqwGaAQEAAAB1eRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2wScKOiD+aQAU8RIAeUgHdkCRCnamEWZNBAAAAC0BAQAEAAAA8AECAAgAAAAyCqACfwgBAAAAK3kIAAAAMgrPA/EFAQAAALZ5CAAAADIKqwH7BQEAAAC2AAgAAAAyCqAC3QIBAAAAPXkIAAAAMgrPA3IAAQAAALZ5CAAAADIKqwFUAAEAAAC2eRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB2mScKVgD+aQAU8RIAeUgHdkCRCnamEWZNBAAAAC0BAgAEAAAA8AEBAAgAAAAyCqAC5wMBAAAAYXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQBNphFmTQAACgA4AIoBAAAAAAEAAAAw8xIABAAAAC0BAQAEAAAA8AECAAMAAAAAAA==) in the domain *0<x<1, 0<t**T* with the boundary conditions *u(x,0)*=*u0(x),* , 0**x*1, u(0,t)*=μ1(t), u(1,t)*=*μ2(t), 0![](data:image/x-wmf;base64,183GmgAAAAAAAOAJ4AMBCQAAAAAQVAEACQAAA5kBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4APgCRIAAAAmBg8AGgD/////AAAQAAAAwP///7v///+gCQAAmwMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAALuAQUAAAAUAmwBpwYFAAAAEwJsAWcHHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxEgB5SAd2QJEKdvUcZpUEAAAALQEBAAgAAAAyCmACLgkBAAAAKXkIAAAAMgpgAt4HAQAAACh5CAAAADIKYAKXBAEAAAApeQgAAAAyCmAC1wMBAAAAMHkIAAAAMgpgAncDAQAAACx5CAAAADIKYAItAgEAAAAoeRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RIAeUgHdkCRCnb1HGaVBAAAAC0BAgAEAAAA8AEBAAgAAAAyCsACSQcBAAAAMHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIB3ZAkQp29RxmlQQAAAAtAQEABAAAAPABAgAIAAAAMgpgAnoIAQAAAHh5CAAAADIKYAKIBgEAAAB1eQgAAAAyCmACyQIBAAAAeHkIAAAAMgqPAzUBAQAAAHR5CAAAADIKawEOAQEAAAB1eRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2KA4K+ED+aQAU8RIAeUgHdkCRCnb1HGaVBAAAAC0BAgAEAAAA8AEBAAgAAAAyCmACbAUBAAAAPXkIAAAAMgqPA3sAAQAAALZ5CAAAADIKawFUAAEAAAC2eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAJX1HGaVAAAKADgAigEAAAAAAQAAADDzEgAEAAAALQEBAAQAAADwAQIAAwAAAAAA)t**T. To solve it, it is proposed to introduce a uniform grid with the step *h* in the direction *x* and step *τ* in the direction *t* followed by construction of a difference scheme based on a five-point stencil. The resulting difference scheme will use three layers in time and have second-order error for *τ* and *h* at the interior points.
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If *σ* = 0, this scheme will be explicit. The scheme will be computationally stable if *τ* *h*2/2 (conditional stability). In this case, the scheme will approximate the initial equation with the order *O*(*τ*+*h*2). The disadvantage of this scheme is that it requires serious computational effort as the computational stability condition sets specific requirements to the time step.

If *σ*= 1, the scheme becomes implicit. The system of equations constructed using the computational scheme is tridiagonal and may be solved using the tridiagonal matrix algorithm. The implicit difference scheme is computationally stable for any relation between the steps *τ* and *h* (absolute stability). The approximation error is *O*(*τ*+*h2*).

Specific attention is given to the case where *σ* = ½*:* in this case, this scheme is also called *the Crank–Nicolson scheme*. Such scheme is absolutely stable with the approximation error of *O*(*τ2+h2*). Thanks to these properties, the scheme with the weight ½ will be preferable for computation as in this case the accuracy will be high enough while the grid step will not be too small.

The algorithm of heat transfer problem parallelization is the same as for the wave equation. The subproblems solved in parallel will consist in computation of values on the following layers. If a fully implicit scheme or the Crank–Nicolson scheme is used, computation of the grid function value on the next layer consists in solving a linear system with a tridiagonal matrix. To solve this system, a parallel version of the tridiagonal matrix algorithm is used.

In this lecture, a differential equation in the following form is solved
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Such equations are used in mathematical finance to determine prices of convertible options (here, *С(z,t)* is the convertible option price at the time *t*). See a detailed problem description and the difference scheme for its numerical solution in the practice “Solving Partial Differential Equations”.

The test problem was solved using the Crank–Nicolson scheme, the partition number in the *t* variable was 100 while the partition number in the *z* variable ranged from 256 through 32,768. The resulting tridiagonal system was solved using the tridiagonal matrix algorithm and the parallel tridiagonal matrix algorithm. Experimental results showed that the use of the parallel tridiagonal matrix algorithm ensures speed up to 1.85 times for 8 threads during problem solution. To solve the problem, no allowance was made for the specific character of tridiagonal systems as they have equal numbers on the diagonals. If this peculiarity is taken into account, it will result in a greater speed up.

# Recommendations for Students

See [2, 3, 4] for a detailed description of numerical methods of solving differential equations. See [1] for the methods of solving linear systems and the tridiagonal matrix algorithm in particular.
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# Practice

1. Implement the algorithm of solving the wave equation with Type 1 boundary conditions. Parallelize computations by layer and calculate the speed up.
2. Use the algorithm to solve the heat equation with Type 1 boundary conditions using the difference scheme with the weight σ = 0and σ = 1. Compare the computational error for the two weight values. Parallelize computations by layer and calculate the speed up.

# Test

1. What second-order differential equation problem specifies normal derivative values on the boundary?
   1. Dirichlet problem
   2. + Neumann problem
   3. Robin problem
2. What is the approximation order for the initial condition ![](data:image/x-wmf;base64,183GmgAAAAAAAOAJ4AMBCQAAAAAQVAEACQAAA5kBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4APgCRIAAAAmBg8AGgD/////AAAQAAAAwP///7v///+gCQAAmwMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAALuAQUAAAAUAmwBpwYFAAAAEwJsAWcHHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxEgB5SAd2QJEKdvUcZpUEAAAALQEBAAgAAAAyCmACLgkBAAAAKXkIAAAAMgpgAt4HAQAAACh5CAAAADIKYAKXBAEAAAApeQgAAAAyCmAC1wMBAAAAMHkIAAAAMgpgAncDAQAAACx5CAAAADIKYAItAgEAAAAoeRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RIAeUgHdkCRCnb1HGaVBAAAAC0BAgAEAAAA8AEBAAgAAAAyCsACSQcBAAAAMHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIB3ZAkQp29RxmlQQAAAAtAQEABAAAAPABAgAIAAAAMgpgAnoIAQAAAHh5CAAAADIKYAKIBgEAAAB1eQgAAAAyCmACyQIBAAAAeHkIAAAAMgqPAzUBAQAAAHR5CAAAADIKawEOAQEAAAB1eRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2KA4K+ED+aQAU8RIAeUgHdkCRCnb1HGaVBAAAAC0BAgAEAAAA8AEBAAgAAAAyCmACbAUBAAAAPXkIAAAAMgqPA3sAAQAAALZ5CAAAADIKawFUAAEAAAC2eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAJX1HGaVAAAKADgAigEAAAAAAQAAADDzEgAEAAAALQEBAAQAAADwAQIAAwAAAAAA) in case of the wave equation numerical solution using the difference scheme described in the lecture? Step *h* in the *x* variable and step *τ* in the *t* variable.
   1. First in the *τ* variableand second in the *h* variable
   2. Second in the *τ* variable and first in the *h* variable
   3. + Second in the *τ* and *h* variable
3. What is the necessary and sufficient stability condition of the explicit difference scheme for numerical solution of the wave equation discussed above?
   1. *αh >τ*
   2. + *ατ < h*
   3. *ατ > h*
4. How can one parallelize the wave equation solution using the described explicit difference scheme?
   1. + Perform parallel computations in the points of the same grid layer
   2. Perform parallel computations in the points of adjacent grid layers
   3. Perform wave-scheme based computations starting from lower partition indices in the *t* and *x* variables
5. What is the reason for low scalability of the proposed parallel version of solving the wave equation?
   1. Synchronizations between the threads
   2. Data race
   3. +Low computation load of threads
6. What is the necessary and sufficient condition of computational stability of the explicit difference scheme for solution of a heat equation whose weight is 0?
   1. + *τ* *h*2/2
   2. *τ* <*h*2/2
   3. *τ* *h*/2
7. What is the approximation error of the implicit difference scheme for solution of a heat equation whose weight is 1?
   1. *O*(*τ2*+*h*2)
   2. + *O*(*τ*+*h*2)
   3. *O*(*τ2*+*h*)
8. What is the advantage of the implicit difference scheme whose weight is 1 compared to the explicit difference scheme whose weight is 0 for numerical solution of the heat equation?
   1. It has a higher solution approximation order for the interior grid points
   2. +Its computational stability does not depend on the partition number in the *t* and *x* variables
   3. It has a higher solution approximation order for the interior grid points; its computational stability does not depend on the partition number in the *t* and *x* variables
9. What is the approximation error of the implicit difference scheme for solution of a heat equation whose weight is 1/2?
   1. + *O*(*τ2*+*h*2).
   2. *O*(*τ*+*h*2).
   3. *O*(*τ2*+*h*).
10. How can one parallelize the heat equation solution if the Crank-Nicolson scheme is used?
    1. Use the grid computation wavefront starting from higher partition indices in the *t* and *x* variables
    2. Use the grid computation wavefront starting from lower partition indices in the *t* and *x* variables
    3. + Use the parallel tridiagonal matrix algorithm