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# Objectives

The objective of this lecture is to review general concepts of solving linear systems using basic iterative methods (Jacobi, Seidel and Successive Over Relaxation (SOR) methods).

# Abstract

This lecture will deal with basic iterative methods of solving linear systems (i.e. Jacobi, Seidel and SOR methods) and introduce the respective theoretic concepts such as convergence and convergence rate. We shall discuss parallel versions of the mentioned algorithms as applicable to dense and sparse systems as well as one of the means to accelerate iterative methods. Chebyshev polynomials will be used as principal mathematical tools. A computational procedure based on the best properties of these polynomials will be used to accelerate iteration convergence.

# GUIDELINES

This time we will start considering methods of solving linear systems that are fundamentally different from direct ones, i.e. exact problem solving methods. Let *Ax*=*b* be a system of linear equations related to an unknown vector *x*∈*Rn* with a *n*×*n* symmetric positive definite (SPD) matrix size *A* and vector *b*∈*Rn* as the right-hand side vector. Let *x\** be the exact system solution.

*An iterative method* of solving linear systems generates a sequence of vectors *x*(*s*)∈*Rn*, *s*=0, 1, 2,…; the researcher may consider each of them as an approximate system solution. The first approximation, vector *x*(0)∈*Rn* , is determined by the researcher. The method is classified as a *convergent* one, if for any first approximation *x*(0)∈*Rn* the sequence *x*(*s*)∈*Rn*, *s*=0, 1, 2,…, converges to the exact solution *x\**. As a matter of practice, two criteria for stopping iterations are used: accuracy and number of iterations.

Iterative methods are used to solve both dense and sparse linear systems. Unlike direct methods, iterative ones do not lead to matrix filling in case of sparse systems. As for the implementation, it involves only multiplying a matrix by a vector thus making sparse systems a preferable application of iterative methods.

The first part of this lecture will deal with the fixed point iteration method determined by ![](data:image/x-wmf;base64,183GmgAAAAAAAEAKAAIBCQAAAABQVgEACQAAA40BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJAChIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8ACgAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AQK3zd0mt83cgQPV3Sw1mOwQAAAAtAQAACAAAADIKoAFHCQEAAABjeQgAAAAyCqABvgQCAAAAR3gIAAAAMgqgAUwAAQAAAHh4HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAECt83dJrfN3IED1d0sNZjsEAAAALQEBAAQAAADwAQAACAAAADIK9AD6BgEAAABzeAgAAAAyCvQAdQEBAAAAc3gcAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAADsKCmag8RIAQK3zd0mt83cgQPV3Sw1mOwQAAAAtAQAABAAAAPABAQAIAAAAMgqgASsIAQAAACt4CAAAADIKoAGXAwEAAAA9eBwAAAD7AiD/AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAAdhIK/qDxEgBArfN3Sa3zdyBA9XdLDWY7BAAAAC0BAQAEAAAA8AEAAAgAAAAyCvQA3QEBAAAAK3gcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AQK3zd0mt83cgQPV3Sw1mOwQAAAAtAQAABAAAAPABAQAIAAAAMgr0AGUHAQAAACl4CAAAADIK9ACaBgEAAAAoeAgAAAAyCvQAugIBAAAAKXgIAAAAMgr0AE8CAQAAADF4CAAAADIK9AAVAQEAAAAoeAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtADtLDWY7AAAKACEAigEAAAAAAQAAALzzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA), where *G* is a iteration matrix. This lecture will also formulate the method and give a list of its main properties. In particular, a necessary and sufficient condition of convergence is the inequation ![](data:image/x-wmf;base64,183GmgAAAAAAAKAFAAIBCQAAAACwWQEACQAAAzEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKgBRIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gBQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AQK3zd0mt83cgQPV3QhJm+wQAAAAtAQAACAAAADIKYAG0BAEAAAAxeQgAAAAyCmAB3gIBAAAAKXkIAAAAMgpgATsBAQAAACh5HAAAAPsCgP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAC7CQoOoPESAECt83dJrfN3IED1d0ISZvsEAAAALQEBAAQAAADwAQAACAAAADIKYAGxAwEAAAA8eRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgBArfN3Sa3zdyBA9XdCEmb7BAAAAC0BAAAEAAAA8AEBAAgAAAAyCmABuAEBAAAAR3kcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAALsJCg+g8RIAQK3zd0mt83cgQPV3QhJm+wQAAAAtAQEABAAAAPABAAAIAAAAMgpgAUYAAQAAAHJ5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0A+0ISZvsAAAoAIQCKAQAAAAAAAAAAvPMSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=), where *ρ*(*G*) is the spectral radius of the matrix *G*. We will also formulate the parametrized fixed point iteration method described as ![](data:image/x-wmf;base64,183GmgAAAAAAACAQQAIACQAAAABxTAEACQAAAysCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIgEBIAAAAmBg8AGgD/////AAAQAAAAwP///7f////gDwAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJJAFcIBQAAABMC+gHNBxwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgBArfN3Sa3zdyBA9XepCWbPBAAAAC0BAQAIAAAAMgqgAREPAQAAAGJ5CAAAADIKoAGdCgIAAABBeAgAAAAyCqABJAUBAAAAeHgIAAAAMgqgAdAAAQAAAHh4HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAECt83dJrfN3IED1d6kJZs8EAAAALQECAAQAAADwAQEACAAAADIK9ACuDAEAAABzeAgAAAAyCvQASwYBAAAAc3gIAAAAMgr0APcBAQAAAHN4HAAAAPsCgP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAABMDwp3oPESAECt83dJrfN3IED1d6kJZs8EAAAALQEBAAQAAADwAQIACAAAADIKoAHvDQEAAAA9eAgAAAAyCqABYQkBAAAAK3gIAAAAMgqgAfoDAQAAAC14HAAAAPsCIP8AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAAHFAo7oPESAECt83dJrfN3IED1d6kJZs8EAAAALQECAAQAAADwAQEACAAAADIK9ABeAgEAAAAreBwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgBArfN3Sa3zdyBA9XepCWbPBAAAAC0BAQAEAAAA8AECAAgAAAAyCvQAGQ0BAAAAKXgIAAAAMgr0AE4MAQAAACh4CAAAADIK9AC2BgEAAAApeAgAAAAyCvQA6wUBAAAAKHgIAAAAMgr0ADoDAQAAACl4CAAAADIK9ADPAgEAAAAxeAgAAAAyCvQAlwEBAAAAKHgcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AQK3zd0mt83cgQPV3qQlmzwQAAAAtAQIABAAAAPABAQAIAAAAMgqgATYHAQAAACl4CAAAADIKoAE0AAEAAAAoeBwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAATA8KeaDxEgBArfN3Sa3zdyBA9XepCWbPBAAAAC0BAQAEAAAA8AECAAgAAAAyCqABPQgBAAAAdHgKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDPqQlmzwAACgAhAIoBAAAAAAIAAAC88xIABAAAAC0BAgAEAAAA8AEBAAMAAAAAAA==). Method properties will be formulated depending on the parameter (convergence domain and best parameter choice). Method parallelization issues will also be discussed.

The second part of this lecture will deal with classic iterative methods based on the idea to represent the matrix *A* as a sum of three matrices, *A*=*L*+*D*+*R*. Here, *D* is a *n*×*n* diagonal matrix whose principal diagonal coincides with that of the matrix *A*. *L* is the lower *n*×*n* triangular matrix whose non-zero (below-diagonal) elements also coincide with those of *A* and its principal diagonal is the zero one. Similarly, *R* is the upper *n*×*n* triangular matrix whose non-zero (above-diagonal) elements coincide with those of *A* and its principal diagonal is the zero one, too.

This lecture will also formulate Jacobi, Seidel and SOR methods. In a matrix format, these methods look like ![](data:image/x-wmf;base64,183GmgAAAAAAAKAPQAIACQAAAADxUwEACQAAA+EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKgDxIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9gDwAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AQK3zd0mt83cgQPV3GhVmxwQAAAAtAQAACAAAADIKoAGQDgEAAABieQgAAAAyCqABIQsBAAAAeHkIAAAAMgqgAY8JAQAAAFJ5CAAAADIKoAFFBwEAAABMeQgAAAAyCqABRgACAAAARHgcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AQK3zd0mt83cgQPV3GhVmxwQAAAAtAQEABAAAAPABAAAIAAAAMgr0AEkMAQAAAHN4CAAAADIK9ACCAgEAAABzeBwAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAALg4K5qDxEgBArfN3Sa3zdyBA9XcaFWbHBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABeg0BAAAAK3gIAAAAMgqgAWcIAQAAAC14CAAAADIKoAFbBgEAAAAteAgAAAAyCqABpAQBAAAAPXgcAAAA+wIg/wAAAAAAAJABAAAAAgACABBTeW1ib2wAAFMPCnig8RIAQK3zd0mt83cgQPV3GhVmxwQAAAAtAQEABAAAAPABAAAIAAAAMgr0AOoCAQAAACt4HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAECt83dJrfN3IED1dxoVZscEAAAALQEAAAQAAADwAQEACAAAADIK9AC0DAEAAAApeAgAAAAyCvQA6QsBAAAAKHgIAAAAMgr0AMcDAQAAACl4CAAAADIK9ABcAwEAAAAxeAgAAAAyCvQAIgIBAAAAKHgcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AQK3zd0mt83cgQPV3GhVmxwQAAAAtAQEABAAAAPABAAAIAAAAMgqgAYUKAQAAACl4CAAAADIKoAHRBQEAAAAoeAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMcaFWbHAAAKACEAigEAAAAAAAAAALzzEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA) (Jacobi method), ![](data:image/x-wmf;base64,183GmgAAAAAAAIAPQAIACQAAAADRUwEACQAAA+EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKADxIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9ADwAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AQK3zd0mt83cgQPV3pwpmCAQAAAAtAQAACAAAADIKoAFzDgEAAABieQgAAAAyCqABJgoCAAAAUngIAAAAMgqgAc4EAQAAAHh4CAAAADIKoAESAwEAAABEeAgAAAAyCqABygABAAAATHgcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AQK3zd0mt83cgQPV3pwpmCAQAAAAtAQEABAAAAPABAAAIAAAAMgr0ADYMAQAAAHN4CAAAADIK9AD1BQEAAABzeBwAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAAZhMKOEDxEgBArfN3Sa3zdyBA9XenCmYIBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABYQ0BAAAAK3gIAAAAMgqgATwJAQAAAC14CAAAADIKoAEOCAEAAAA9eAgAAAAyCqAB6AEBAAAAK3gcAAAA+wIg/wAAAAAAAJABAAAAAgACABBTeW1ib2wAAHEKCuFA8RIAQK3zd0mt83cgQPV3pwpmCAQAAAAtAQEABAAAAPABAAAIAAAAMgr0AFwGAQAAACt4HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAECt83dJrfN3IED1d6cKZggEAAAALQEAAAQAAADwAQEACAAAADIK9AChDAEAAAApeAgAAAAyCvQA1gsBAAAAKHgIAAAAMgr0ADgHAQAAACl4CAAAADIK9ADNBgEAAAAxeAgAAAAyCvQAlQUBAAAAKHgcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AQK3zd0mt83cgQPV3pwpmCAQAAAAtAQEABAAAAPABAAAIAAAAMgqgATIEAQAAACl4CAAAADIKoAE0AAEAAAAoeAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAinCmYIAAAKACEAigEAAAAAAAAAAFzzEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA) (Seidel method), ![](data:image/x-wmf;base64,183GmgAAAAAAAIAUIAQACQAAAACxTgEACQAAA7cCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIASAFBIAAAAmBg8AGgD/////AAAQAAAAwP///6j///9AFAAAyAMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJAAkAABQAAABMCQAJ2DRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgBArfN3Sa3zdyBA9XfcFmbvBAAAAC0BAQAIAAAAMgqgAowTAQAAAGJ5CAAAADIKoAIMDwIAAABBeBwAAAD7AoD+AAAAAAAAkAEBAAChBAIAEFRpbWVzIE5ldyBSb21hbgBArfN3Sa3zdyBA9XfcFmbvBAAAAC0BAgAEAAAA8AEBAAgAAAAyCswDVwYBAAAA+XgcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AQK3zd0mt83cgQPV33BZm7wQAAAAtAQEABAAAAPABAgAIAAAAMgqvAc8KAQAAAHh4CAAAADIKrwFuBgEAAAB4eBwAAAD7AoD+AAAAAAAAkAEBAAChBAIAEFRpbWVzIE5ldyBSb21hbgBArfN3Sa3zdyBA9XfcFmbvBAAAAC0BAgAEAAAA8AEBAAgAAAAyCq8BaQMCAAAA+UwcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AQK3zd0mt83cgQPV33BZm7wQAAAAtAQEABAAAAPABAgAIAAAAMgqvAeoAAQAAAERMHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAECt83dJrfN3IED1d9wWZu8EAAAALQECAAQAAADwAQEACAAAADIK9AEdEQEAAABzTAgAAAAyCgMB9wsBAAAAc0wIAAAAMgoDAZYHAQAAAHNMHAAAAPsCgP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAABmEwowoPESAECt83dJrfN3IED1d9wWZu8EAAAALQEBAAQAAADwAQIACAAAADIKoAJlEgEAAAA9TAgAAAAyCqACzA0BAAAAK0wIAAAAMgqvAaEJAQAAAC1MCAAAADIKrwFNAgEAAAArTBwAAAD7AiD/AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAALg4KnaDxEgBArfN3Sa3zdyBA9XfcFmbvBAAAAC0BAgAEAAAA8AEBAAgAAAAyCgMB/gcBAAAAK0wcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AQK3zd0mt83cgQPV33BZm7wQAAAAtAQEABAAAAPABAgAIAAAAMgr0AYgRAQAAAClMCAAAADIK9AG9EAEAAAAoTAgAAAAyCgMBYgwBAAAAKUwIAAAAMgoDAZcLAQAAAChMCAAAADIKAwHbCAEAAAApTAgAAAAyCgMBcAgBAAAAMUwIAAAAMgoDATYHAQAAAChMHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAECt83dJrfN3IED1d9wWZu8EAAAALQECAAQAAADwAQEACAAAADIKrwHkDAEAAAApTAgAAAAyCq8BVAUCAAAAKSgIAAAAMgqvAVQAAQAAACgoCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0A79wWZu8AAAoAIQCKAQAAAAABAAAAvPMSAAQAAAAtAQEABAAAAPABAgADAAAAAAA=) (SOR). The methods will be represented component-wise; the problem of the best *ω* value selection for the SOR method will also be discussed. It will be shown that the SOR method is the most efficient among the described ones (when the respective *ω* value is selected). We will discuss the ways to parallelize the SOR method and see the results of the use of SOR for solving linear systems with a dense matrix.

The next part of this lecture will deal with issues related to search acceleration. Let us solve the *Ах*=*b* system using any iterative method (e.g. SOR) with the iteration matrix *G*. If the process is convergent, i.e. ![](data:image/x-wmf;base64,183GmgAAAAAAAKAFAAIBCQAAAACwWQEACQAAAzEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKgBRIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gBQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAKpJVHZAkVd2z0Bm0gQAAAAtAQAACAAAADIKYAHJBAEAAAAxeQgAAAAyCmAB3wIBAAAAKXkIAAAAMgpgATwBAQAAACh5HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHa/NAoQ+I0qABTxEgCqSVR2QJFXds9AZtIEAAAALQEBAAQAAADwAQAACAAAADIKYAG8AwEAAAA8eRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RIAqklUdkCRV3bPQGbSBAAAAC0BAAAEAAAA8AEBAAgAAAAyCmABugEBAAAAR3kcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdr80ChH4jSoAFPESAKpJVHZAkVd2z0Bm0gQAAAAtAQEABAAAAPABAAAIAAAAMgpgAUYAAQAAAHJ5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0A0s9AZtIAAAoAOACKAQAAAAAAAAAAMPMSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=), the resulting sequence of vectors will converge to the true solution *x*\*. Now let us suppose that *m* iterations of the selected method took place, resulting in vectors ![](data:image/x-wmf;base64,183GmgAAAAAAAEAJQAIACQAAAAARVQEACQAAA3MBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJACRIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8ACQAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAKpJVHZAkVd2LSVmrQQAAAAtAQAACAAAADIK9ACfCAEAAAApeQgAAAAyCvQAkQcBAAAAKHkIAAAAMgr0AE4EAQAAACl5CAAAADIK9ADjAwEAAAAxeQgAAAAyCvQAnwMBAAAAKHkIAAAAMgr0ANwBAQAAACl5CAAAADIK9ABgAQEAAAAweQgAAAAyCvQABwEBAAAAKHkcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAKpJVHZAkVd2LSVmrQQAAAAtAQEABAAAAPABAAAKAAAAMgqgAbwEBQAAACwuLi4sAAgAAAAyCqABSgIBAAAALC4cAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAKpJVHZAkVd2LSVmrQQAAAAtAQAABAAAAPABAQAIAAAAMgr0AO4HAQAAAG0uHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwEgCqSVR2QJFXdi0lZq0EAAAALQEBAAQAAADwAQAACAAAADIKoAHWBgEAAAB4LggAAAAyCqAB5AIBAAAAeC4IAAAAMgqgAUwAAQAAAHguCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0ArS0lZq0AAAoAOACKAQAAAAAAAAAA2PISAAQAAAAtAQAABAAAAPABAQADAAAAAAA=), each being an approximation of *x*\*. The problem is to find the linear combination ![](data:image/x-wmf;base64,183GmgAAAAAAAMACQAIACQAAAACRXgEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+AAgAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AQK3zd0mt83cgQPV3AQtmNAQAAAAtAQAACAAAADIK9AA6AgEAAAApeQgAAAAyCvQALQEBAAAAKHkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AQK3zd0mt83cgQPV3AQtmNAQAAAAtAQEABAAAAPABAAAIAAAAMgr0AIoBAQAAAG15HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAECt83dJrfN3IED1dwELZjQEAAAALQEAAAQAAADwAQEACAAAADIKoAFeAAEAAAB5eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtADQBC2Y0AAAKACEAigEAAAAAAQAAAFzzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA) of these vectors that will approximate *x*\* better than![](data:image/x-wmf;base64,183GmgAAAAAAAKACAAICCQAAAACzXgEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9gAgAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAKpJVHZAkVd2eDRm+wQAAAAtAQAACAAAADIK9AAVAgEAAAApeQgAAAAyCvQABwEBAAAAKHkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAKpJVHZAkVd2eDRm+wQAAAAtAQEABAAAAPABAAAIAAAAMgr0AGQBAQAAAG15HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxEgCqSVR2QJFXdng0ZvsEAAAALQEAAAQAAADwAQEACAAAADIKoAFMAAEAAAB4eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAPt4NGb7AAAKADgAigEAAAAAAQAAADDzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA). This problem is reduced to minimization of the matrix spectral radius ![](data:image/x-wmf;base64,183GmgAAAAAAAGAEQAIBCQAAAAAwWAEACQAAAwUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJgBBIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gBAAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/N8SAKpJVHZAkVd20jpmAgQAAAAtAQAACAAAADIKgAGfAwEAAAApeQgAAAAyCoAB+wEBAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/N8SAKpJVHZAkVd20jpmAgQAAAAtAQEABAAAAPABAAAIAAAAMgqAAXkCAQAAAEd5CAAAADIKgAFqAAEAAABweRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD83xIAqklUdkCRV3bSOmYCBAAAAC0BAAAEAAAA8AEBAAgAAAAyCuABLQEBAAAAbXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAC0jpmAgAACgA4AIoBAAAAAAEAAAAY4hIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==), where ![](data:image/x-wmf;base64,183GmgAAAAAAACACQAIBCQAAAABwXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AQK3zd0mt83cgQPV3IwpmQQQAAAAtAQAACAAAADIK4AE5AQEAAABteRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgBArfN3Sa3zdyBA9XcjCmZBBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABagABAAAAcHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQBBIwpmQQAACgAhAIoBAAAAAAAAAAC88xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) is a polynomial.

Let us suppose that the transition matrix *G* has the following properties (which is routinely satisfied for a number of iterative methods):

* All matrix *G* eigenvalues are real;
* All these eigenvalues are within [−*ρ,ρ*], where 0<*ρ*<1.

Therefore, we can try to obtain the polynomial ![](data:image/x-wmf;base64,183GmgAAAAAAACACQAIBCQAAAABwXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAKpJVHZAkVd2whBmRwQAAAAtAQAACAAAADIK4AEtAQEAAABteRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RIAqklUdkCRV3bCEGZHBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABagABAAAAcHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQBHwhBmRwAACgA4AIoBAAAAAAAAAAAw8xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==), where ![](data:image/x-wmf;base64,183GmgAAAAAAAMAFQAIBCQAAAACQWQEACQAAAzkBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALABRIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+ABQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAKpJVHZAkVd2/DJmBwQAAAAtAQAACAAAADIKgAHtBAEAAAAxeQgAAAAyCoAB/QIBAAAAKXkIAAAAMgqAAVsCAQAAADF5CAAAADIKgAH7AQEAAAAoeRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2aRYKp0g0MAC88BIAqklUdkCRV3b8MmYHBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoAB4AMBAAAAPXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAKpJVHZAkVd2/DJmBwQAAAAtAQAABAAAAPABAQAIAAAAMgrgAS0BAQAAAG15HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwEgCqSVR2QJFXdvwyZgcEAAAALQEBAAQAAADwAQAACAAAADIKgAFqAAEAAABweQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAf8MmYHAAAKADgAigEAAAAAAAAAANjyEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA); and ![](data:image/x-wmf;base64,183GmgAAAAAAAMAI4AIBCQAAAAAwVAEACQAAA5YBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4ALACBIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+ACAAAhgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAsAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AQK3zd0mt83cgQPV3KBFmoQQAAAAtAQAACAAAADIKgAE5CAEAAAB8eQgAAAAyCoABdwcBAAAAKXkIAAAAMgqAAScGAQAAACh5CAAAADIKgAG7AwEAAAB8eQkAAAAyCoABjAADAAAAbWF4ZRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgBArfN3Sa3zdyBA9XcoEWahBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABwwYBAAAAeGEIAAAAMgqAAYMEAQAAAHBhHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAECt83dJrfN3IED1dygRZqEEAAAALQEAAAQAAADwAQEACAAAADIK4AFQBQEAAABtYQgAAAAyCmYC7QEBAAAAeGEcAAAA+wIg/wAAAAAAAJABAQAAAgQCABBTeW1ib2wAAFcVCiig8RIAQK3zd0mt83cgQPV3KBFmoQQAAAAtAQEABAAAAPABAAAIAAAAMgpmAuYCAQAAAHJhCAAAADIKZgLJAAEAAAByYRwAAAD7AiD/AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAABRQK4aDxEgBArfN3Sa3zdyBA9XcoEWahBAAAAC0BAAAEAAAA8AEBAAgAAAAyCmYCWgIBAAAAPGEIAAAAMgpmAl0BAQAAADxhCAAAADIKZgI9AAEAAAAtYQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAKEoEWahAAAKACEAigEAAAAAAQAAALzzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA) has the smallest possible value among all *mth* polynomials.
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Unfortunately, the algorithm above is not directly applicable to the SOR method used for solving the *Aх*=*b* system. The point is that the iterative process matrix *G* for the SOR method has, in general, complex eigenvalues, while Chebyshev’s acceleration requires that the *G* eigenvalues be real and belong to [−*ρ*,*ρ*]. However, this situation may be remedied using the Symmetric SOR method (SSOR). As the name implies, this method is a SOR method modification. One SSOR stage to calculate the (*s*+1)th approximation of *x*(*s*+1) consists of two steps:

* A SOR step that involves calculation of the intermediate approximation *x*(*s*+1/2) components in the normal order;
* A SOR step that involves calculation of the new approximation *x*(*s*+1) components in the reverse order.

For SSOR with Chebyshev’s acceleration, computational experiments were performed to compare the resulting convergence rate with that of the initial method. As expected, this method proved to be the best if used for solution of a test problem with known eigenvalues of the matrix *A* and transition matrix *G*. Plus, a tenfold acceleration is observed if compared to SOR.

# Recommendations for students

A description of basic iterative methods may be found in any numerical method manual, e. g. [1, 2]. [3] details the Chebyshev acceleration method.
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# PRACTICe

1. Implement the fixed point iteration method to solve a linear system with a SPD matrix (both its sequential and parallel versions). Estimate how the method parameter influences the convergence rate. Study the parallel algorithm scalability.
2. Implement the Jacobi and Seidel methods to solve a system of linear equations with a SPD matrix. Compare the respective convergence rates. Propose parallel implementations of the above algorithms.
3. Implement the SOR method to solve a system of linear equations with a SPD matrix. See how the method parameter influences the convergence rate. Propose a parallel implementation and study its scalability.

# TEST

1. For linear systems with a SPD matrix, the SOR method will converge at
   1. +ω∈(0, 2)
   2. ω∈(−2, 2)
   3. any ω value
2. For linear systems with a SPD matrix, the Seidel method will converge at
   1. a zero first approximation only
   2. a unit norm first approximation only
   3. + any first approximation
3. For linear systems with a SPD matrix, the fixed point iteration method will converge at
   1. τ∈(0, 2/λmax)
   2. + τ∈(0, 2/(λmin+λmax) )
   3. any τ value
4. For the fixed point iteration method,
   1. a parallel algorithm cannot be created
   2. the solving process may be parallelized at all
   3. + a single iteration may be parallelized
5. Jacobi method may be effectively parallelized
   1. for small dense matrices
   2. for large dense matrices
   3. + for any dense matrices
6. SOR method may be effectively parallelized
   1. for small dense matrices
   2. +for large dense matrices
   3. for any dense matrix
7. SOR method
   1. may be effectively parallelized for sparse matrices of any structure
   2. + may be effectively parallelized for large sparse block diagonal matrices
   3. cannot be parallelized for sparse matrices
8. Iteration matrix eigenvalues for the SSOR method are
   1. complex in general
   2. real within the range [−*ρ,ρ*], where *ρ*>1
   3. + real within the range [−*ρ,ρ*], where 0<*ρ*<1
9. Chebyshev’s acceleration may be applied to
   1. Any iterative method
   2. +An iterative method with a symmetric iteration matrix
   3. Any iterative method used to solve linear systems with a symmetric matrix
10. Chebyshev’s acceleration may be applied if
    1. +the spectral radius of the method iteration matrix is estimated
    2. the spectral radius of the system matrix is estimated
    3. no spectral radius estimation is required.