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# Objectives

The objective of this lecture is to review approaches to reduce the condition number of a matrix based on *preconditioning*. Preconditioning is important for iterative methods as it improves their convergence rate.

# Abstract

*Preconditioning* is an explicit or implicit transformation of a linear system *Ax=b* which makes this system more suitable for solution using iterative methods as it improves their convergence rate. This lecture describes a number of preconditioning methods, from simpler (Jacobi and Seidel methods) to more effective ones such as *ILU(0)* and *ILU(p)* that are based on the incomplete *LU*-factorization. It gives experimental results for a model problem. The lecture also demonstrates matrix condition improvement as a result of various preconditioning methods.

# Guidelines

One of the key properties of the matrix *A* in a linear system is its *condition number μA*. For example, the condition number of a symmetric positive definite matrix is a relation of its maximum eigenvalue to its minimum one. This relation is more complex for general matrices.

The condition number is critical for convergence of iterative methods to solve linear systems. If *μA* >> 1, the convergence rate will be low. If *μA* ≈ 1, the convergence rate will be high. Therefore, to improve matrix condition, the use of special methods, i. e. matrix preconditioning will be required.

Preconditioning is an explicit or implicit transformation of a linear system Ax*=b* which makes this system more suitable for solution using an iterative method. For example, explicit preconditioning involves multiplying the matrix A lines by the reciprocals of the matrix diagonal to obtain a single main diagonal.

Another example of preconditioning is multiplying the initial system by some matrix, ![](data:image/x-wmf;base64,183GmgAAAAAAAAAD4AEBCQAAAADwXAEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AEAAxIAAAAmBg8AGgD/////AAAQAAAAwP///7f////AAgAAlwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AQK3zd0mt83cgQPV3uBJm7wQAAAAtAQAACAAAADIK9ABQAgEAAAAxeRwAAAD7AiD/AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAA0QMKbqDxEgBArfN3Sa3zdyBA9Xe4EmbvBAAAAC0BAQAEAAAA8AEAAAgAAAAyCvQA1gEBAAAALXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AQK3zd0mt83cgQPV3uBJm7wQAAAAtAQAABAAAAPABAQAIAAAAMgqgAUAAAQAAAE15CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0A77gSZu8AAAoAIQCKAQAAAAABAAAAvPMSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=), i.e. transition to a system like ![](data:image/x-wmf;base64,183GmgAAAAAAAEAJAAIBCQAAAABQVQEACQAAA0kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJACRIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8ACQAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAKpJFndAkRl38A9mBgQAAAAtAQAACAAAADIKoAFLCAEAAABieQgAAAAyCqAB6QUBAAAATXkIAAAAMgqgAcwCAgAAAEF4CAAAADIKoAFAAAEAAABNeBwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RIAqkkWd0CRGXfwD2YGBAAAAC0BAQAEAAAA8AEAAAgAAAAyCvQA6wcBAAAAMXgIAAAAMgr0AEICAQAAADF4HAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHf5IQpJ2CghABTxEgCqSRZ3QJEZd/APZgYEAAAALQEAAAQAAADwAQEACAAAADIK9ABxBwEAAAAteAgAAAAyCvQAyAEBAAAALXgcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAd6wZCpy4KCEAFPESAKpJFndAkRl38A9mBgQAAAAtAQEABAAAAPABAAAIAAAAMgqgAbsEAQAAAD14CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0ABvAPZgYAAAoAOACKAQAAAAAAAAAAMPMSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=). The matrix *M* is called a preconditioner matrix or preconditioner*.* This preconditioning method may be called implicit as no explicit modification of the linear system takes place and the preconditioner matrix is used within the iterative method to correct certain algorithm steps.

An informal requirement to the preconditioner matrix may be put as follows: *M* must be close to *A* (for ![](data:image/x-wmf;base64,183GmgAAAAAAAOAD4AEBCQAAAAAQXAEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AHgAxIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gAwAAlwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAKpJFndAkRl3PixmBwQAAAAtAQAACAAAADIKoAHMAgEAAABBeQgAAAAyCqABQAABAAAATXkcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAKpJFndAkRl3PixmBwQAAAAtAQEABAAAAPABAAAIAAAAMgr0AEICAQAAADF5HAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHc+FwpPIAVtABTxEgCqSRZ3QJEZdz4sZgcEAAAALQEAAAQAAADwAQEACAAAADIK9ADIAQEAAAAteQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAc+LGYHAAAKADgAigEAAAAAAQAAADDzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA) to be close to the unity matrix *E*). Please note that the selection of *M*=*A* gives an immediate solution ![](data:image/x-wmf;base64,183GmgAAAAAAAEAGAAIBCQAAAABQWgEACQAAAzEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJABhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8ABgAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAKpJFndAkRl3RilmgAQAAAAtAQAACAAAADIKoAFABQEAAABieQgAAAAyCqABeQMBAAAAQXkIAAAAMgqgAUYAAgAAAEV4HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxEgCqSRZ3QJEZd0YpZoAEAAAALQEBAAQAAADwAQAACAAAADIK9ADgBAEAAAAxeBwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB3qxUKKZg4HwAU8RIAqkkWd0CRGXdGKWaABAAAAC0BAAAEAAAA8AEBAAgAAAAyCvQAZgQBAAAALXgcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAd1wYCii4OB8AFPESAKpJFndAkRl3RilmgAQAAAAtAQEABAAAAPABAAAIAAAAMgqgATMCAQAAAD14CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AgEYpZoAAAAoAOACKAQAAAAAAAAAAMPMSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=), however, it has no practical sense as it requires computation of ![](data:image/x-wmf;base64,183GmgAAAAAAAGAC4AEBCQAAAACQXQEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AFgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8gAgAAlwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAKpJFndAkRl3RhBmzwQAAAAtAQAACAAAADIK9AC+AQEAAAAxeRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB3wSUKQ7gGMgAU8RIAqkkWd0CRGXdGEGbPBAAAAC0BAQAEAAAA8AEAAAgAAAAyCvQARAEBAAAALXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAKpJFndAkRl3RhBmzwQAAAAtAQAABAAAAPABAQAIAAAAMgqgAVgAAQAAAEF5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0Az0YQZs8AAAoAOACKAQAAAAABAAAAMPMSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=).

Product matrix computation ![](data:image/x-wmf;base64,183GmgAAAAAAAOAD4AEBCQAAAAAQXAEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AHgAxIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gAwAAlwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAKpJFndAkRl3PixmBwQAAAAtAQAACAAAADIKoAHMAgEAAABBeQgAAAAyCqABQAABAAAATXkcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAKpJFndAkRl3PixmBwQAAAAtAQEABAAAAPABAAAIAAAAMgr0AEICAQAAADF5HAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHc+FwpPIAVtABTxEgCqSRZ3QJEZdz4sZgcEAAAALQEAAAQAAADwAQEACAAAADIK9ADIAQEAAAAteQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAc+LGYHAAAKADgAigEAAAAAAQAAADDzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA) generally leads to the matrix pattern modification (which is unacceptable for sparse systems), so the use of preconditioner requires another approach. Additional operations are introduced into the method scheme to allow for preconditioner influence. For example, the initial system residual ![](data:image/x-wmf;base64,183GmgAAAAAAAGAGwAEBCQAAAACwWQEACQAAA+EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAFgBhIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gBgAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAKpJFndAkRl3zCZmCAQAAAAtAQAACAAAADIKYAGUBAIAAABBeAgAAAAyCmABVQIBAAAAYngIAAAAMgpgAToAAQAAAHJ4HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHdcGwoz8EAnALzwEgCqSRZ3QJEZd8wmZggEAAAALQEBAAQAAADwAQAACAAAADIKYAFdAwEAAAAteAgAAAAyCmABOQEBAAAAPXgKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAIzCZmCAAACgA4AIoBAAAAAAAAAADY8hIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) has an obvious relation ![](data:image/x-wmf;base64,183GmgAAAAAAAKAEoAEBCQAAAAAQWwEACQAAA+8AAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGgBBIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gBAAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJtAJoBBQAAABMCbQAwAhwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RIAqkkWd0CRGXcoFWb/BAAAAC0BAQAIAAAAMgpgAbsDAQAAAHJ5CAAAADIKYAF+AQEAAAByeQgAAAAyCmABQAABAAAATXkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdxQRCpjwQCcAFPESAKpJFndAkRl3KBVm/wQAAAAtAQIABAAAAPABAQAIAAAAMgpgAZMCAQAAAD15CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0A/ygVZv8AAAoAOACKAQAAAAABAAAAMPMSAAQAAAAtAQEABAAAAPABAgADAAAAAAA=) to the preconditioned system residual ![](data:image/x-wmf;base64,183GmgAAAAAAAGALAAIACQAAAABxVwEACQAAA28BAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJgCxIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8gCwAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAKtAFUABQAAABMCrQDrABwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RIAqkkWd0CRGXe2DWbLBAAAAC0BAQAIAAAAMgqgAZIJAgAAAEF4CAAAADIKoAEFBwEAAABNeAgAAAAyCqAB3wQBAAAAYngIAAAAMgqgAXwCAQAAAE14CAAAADIKoAE6AAEAAAByeBwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RIAqkkWd0CRGXe2DWbLBAAAAC0BAgAEAAAA8AEBAAgAAAAyCvQACAkBAAAAMXgIAAAAMgr0AH8EAQAAADF4HAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHcJDgrbEEInABTxEgCqSRZ3QJEZd7YNZssEAAAALQEBAAQAAADwAQIACAAAADIK9ACOCAEAAAAteAgAAAAyCvQABQQBAAAALXgcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAd9kqCvcwQicAFPESAKpJFndAkRl3tg1mywQAAAAtAQIABAAAAPABAQAIAAAAMgqgAeYFAQAAAC14CAAAADIKoAFOAQEAAAA9eAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMu2DWbLAAAKADgAigEAAAAAAQAAADDzEgAEAAAALQEBAAQAAADwAQIAAwAAAAAA). The same is true for multiplication of a matrix by a vector.

Having summarized all prerequisites of effective preconditioning, we will see that the matrix *M*:

* must be close to *A*;
* must be easy to compute;
* must be easily invertible, i. e. allow for fast solution of systems like ![](data:image/x-wmf;base64,183GmgAAAAAAAKAEoAEBCQAAAAAQWwEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGgBBIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gBAAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AQK3zd0mt83cgQPV3LhVmvwQAAAAtAQAACAAAADIKYAGyAwEAAAByeQgAAAAyCmABQAACAAAATXocAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAOwECgqg8RIAQK3zd0mt83cgQPV3LhVmvwQAAAAtAQEABAAAAPABAAAIAAAAMgpgAYACAQAAAD16CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0Avy4VZr8AAAoAIQCKAQAAAAAAAAAAvPMSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=).

As these three criteria are clearly controversial (as illustrated by the case when *M=A*), it is not easy to find the preconditioning method that will satisfy all of them. This lecture describes a number of preconditioning methods, from elementary ones like the Jacobi and Seidel methods to more efficient ones such as *ILU(0)* and *ILU(p)* based on incomplete *LU*-factorization.

The first part of the lecture deals with elementary preconditioners. First of all, there is a relation between the basic iterative methods (Jacobi, Seidel, SOR and SSOR) and the preconcitioner. Any basic iterative method is nothing else but the simple iteration method applied to a system with the preconditioner *M*. Here, *M* is based on the iteration matrix of the respective method.

These preconditioners satisfy two of the three requirements to them: they are easy to compute (as they are either submatrices or products of the matrix *A* submatrices) and invertible (as they are diagonal, triangular and a product of triangular matrices, respectively). However, they are not entirely in line with the third requirement, that is, they are not close to *A*, therefore, spectral parameters of the matrix ![](data:image/x-wmf;base64,183GmgAAAAAAAAAE4AEBCQAAAADwWwEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AEABBIAAAAmBg8AGgD/////AAAQAAAAwP///7f////AAwAAlwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AQK3zd0mt83cgQPV30gxmtgQAAAAtAQAACAAAADIKoAHQAgEAAABBeQgAAAAyCqABQAABAAAATXkcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AQK3zd0mt83cgQPV30gxmtgQAAAAtAQEABAAAAPABAAAIAAAAMgr0AEQCAQAAADF5HAAAAPsCIP8AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAA4CQpxQPESAECt83dJrfN3IED1d9IMZrYEAAAALQEAAAQAAADwAQEACAAAADIK9ADKAQEAAAAteQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtALbSDGa2AAAKACEAigEAAAAAAQAAAFzzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA) are only slightly improved.

The second part of the lecture deals with preconditioners resulting from incomplete *LU*-factorization. Let us describe the matrix *A* as *A*=*LU*− *R*, where the matrices *L* and *U* are the lower and upper triangular matrices, respectively, and the residual *R* satisfies a number of additional conditions (e. g. specific *R* elements are equal to zero). In such a case, approximate representation of *A*≈*LU* is called *incomplete LU-factorization of the matrix A* (or ILU-factorization). If *R*=0, this will be a complete factorization or complete *LU*-factorization of the matrix А. In fact, complete factorization means solving the linear system using a direct method. However, this operation is a) complex b) difficult to implement for sparse matrices. Incomplete *LU*-factorization lets obtain matrices *L′* and *U′* close to those obtained as a result of complete factorization. In such a case, incomplete *LU*-factorization takes much less time.

The basis for the implementation procedure of the incomplete *LU*-factorization is the Gaussian elimination method. In this case, for the purposes of sparse matrix *LU*-factorization the algorithm is divided into two parts, symbolic and numeric. The symbolic part involves construction of *L* and *U* portraits. The numeric parts includes computation of specific values for all non-zero elements corresponding to the portraits.

Two incomplete factorization methods are considered, *ILU*(0) and *ILU*(*p*).

The idea of *ILU*(0)-factorization is to eliminate all new non-zero elements that appear in the course of factorization, from the factor. For the purpose of this algorithm, the initial matrix *A* pattern is used as the patterns of *L′* and *U′*. The lower *A* triangle serves as the pattern of *L′*  while the upper one is used as the pattern of *U′.* In the numeric part, coefficients of matrices *L′* and *U′* are computed in such a way to make the matrix *L′U′* coincide with *A* for all non-zero *A* elements. It should be noted that due to incomplete factorization multiplying *L′* by *U′* may lead to additional non-zero elements.

The idea of *ILU*(*p*)*-*factorization is that the patterns of matrices *L′* and *U′* obtained as a result of incomplete *LU*-factorization are closer to the patterns of *L* and *U* (i. e., a certain degree of factor filling compared to *ILU*(0) is allowed). The method is based on the concept of *p filling level.* In this case, *p* regulates factor construction precision and may be interpreted as the number of additional diagonals where filling is possible. So if *p* is equal to the matrix size, the algorithm will result in the complete *LU*-factorization. If *p*is equal to zero, the algorithm transforms to *ILU*(0).

The conclusion contains experimental results for a model problem. The lecture also demonstrates matrix condition improvement as a result of application of various preconditioning methods.

# Recommendations for students

A description of preconditioning methods may be found in numerous publications as such methods considerably improve the convergence rate of iterative methods used for solving linear systems. A concise summary of these methods (including pseudocode algorithms) is given in [1]. A detailed description of the approach itself including determination of methods, their theoretical justification and examples of use can be found in [4]. A brief description of preconditioning (as applicable to the conjugate gradient method) is given in [2, 3].
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# Practice

1. Construct the symmetric Gauss-Seidel preconditioner. Estimate the matrix *A* condition number reduction using this preconditioner.
2. Construct the *ILU*(*p*)-preconditioner. Estimate the matrix A condition number reduction using this preconditioner with various degrees of *p* filling.
3. Implement a parallel version of the *ILU*(*p*)-preconditioner. Check your program scalability.

# Test

1. Which property complicates the use of the matrix *M* as a preconditioner?
   1. + Matrix *M* is ill-invertible
   2. Matrix *M* is ill-conditioned
   3. Matrix *M* has complex eigenvalues
2. Which of the following properties complicates the use of the matrix *M* as an explicit preconditioner (i. e. complicates transition to the *M*−1*A* system)?
   1. Matrix *M*−1*A* will be sparse
   2. Matrix *M*−1*A* will be well-conditioned
   3. + Matrix *M*−1*A* will be dense
3. The use of the preconditioner *M* in an iterative method involves
   1. Computation of the matrix *M*−1 and transition to the problem with the matrix *M*−1*A*.
   2. +Solving the system with the matrix *M* within each method iteration
   3. Solving the system with the matrix *M* within the first method iteration
4. The Jacobi preconditioner (in the *A = R+D+L* assumption) is computed as
   1. + *D*
   2. (*D*+*L*)
   3. (*D*+*R*)
5. The Seidel preconditioner (in the *A = R+D+L* assumption) is computed as
   1. *D*
   2. + (*D*+*L*)
   3. (*D*+*R*)
6. Matriсes *L* and *U* of the *ILU*(0)-preconditioner have
   1. +The same portrait as the matrix *A*
   2. The same portrait as the matrix *A*-1.
   3. The same portrait as the matrix *AT*.
7. The procedure of ILU(0)-preconditioner computation is based on
   1. +Gaussian elimination method
   2. Gauss-Seidel iterative method
   3. Cyclic reduction method
8. *ILU*(*p*)-preconditioning method
   1. Does not allow filling of the matrices *L* and *U* if compared to the matrix *A*
   2. +Allows filling of the matrices *L* and *U* if compared to the matrix *A*
   3. Filling of the *L* and *U* matrices is not controlled by the method.