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# Objectives

The objective of this lecture is to review a general approach to construction of Krylov subspace iterative methods. The generalized minimum residual method, conjugate gradient method and biconjugate gradient method are used as examples. The lecture also reviews preconditioning for the above algorithms.

# Abstract

This lecture is dedicated to iterative methods based on Krylov subspaces. These methods are used to solve *Ax=b* linear systems. It is understood that the matrix *A* remains unchanged in the course of solving and the most complex operation that may be used is multiplying the matrix by a vector, i.e. determining *y=Ax* for the given *x*.

There are numerous methods based on Krylov subspaces. Some of them are suitable for nonsymmetric matrices, while others require a symmetric or a positive definite matrix. Some of methods for nonsymmetric matrices allow not only for products like *Ax*, but also for *ATx*-type products. In this lecture we will review three typical methods. They are the generalized minimum residual (GMRes) method, biconjugate gradient (BiCG) method and conjugate gradient (CG) method. Preconditioning will be considered for all the methods above.

# Guidelines

This lecture is dedicated to the iterative methods based on Krylov subspaces. These methods are used to solve linear systems *Ax=b*. It is understood that the matrix *A* remains unchanged in the course of solving and the most complex operation that may be used is multiplying the matrix by a vector, i.e. determining *y=Ax* for the given *x*.

There are numerous methods based on Krylov subspaces. Some of them are suitable for nonsymmetric matrices, while others require a symmetric or a positive definite matrix. Some of methods for nonsymmetric matrices allow not only for products like *Ax*, but also for *ATx*-type products. As part of this lecture, we will review three typical methods. They are the generalized minimum residual (GMRes) method, biconjugate gradient (BiCG) method and conjugate gradient (CG) method. Preconditioning will be considered for all the methods above.

The first part of this lecture will introduce essential concepts related to Krylov subspaces. We will define the subspace *Km(A,v)* with the dimension *m*, produced by the vector *v* and matrix *A*.

We will also set the problem of finding the basis ![](data:image/x-wmf;base64,183GmgAAAAAAAEAHAAIACQAAAABRWwEACQAAA5sBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJABxIAAAAmBg8AGgD/////AAAQAAAAwP///63///8ABwAArQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIp/tAAAAAAAJABAAAAAgACABBTeW1ib2wAAJ4LCvfQ8BIAQK3zd0mt83cgQPV3PwtmkwQAAAAtAQAACAAAADIKXQEoAAEAAAB7ABwAAAD7Ain+0AAAAAAAkAEAAAACAAIAEFN5bWJvbAAAOwsK6NDwEgBArfN3Sa3zdyBA9Xc/C2aTBAAAAC0BAQAEAAAA8AEAAAgAAAAyCl0BlQYBAAAAfQAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AQK3zd0mt83cgQPV3PwtmkwQAAAAtAQAABAAAAPABAQAIAAAAMgq4AdcFAQAAAG0AHAAAAPsCoP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAECt83dJrfN3IED1dz8LZpMEAAAALQEBAAQAAADwAQAACAAAADIKYAE0BQEAAAB2AAgAAAAyCmABJQIBAAAAdgAIAAAAMgpgAaAAAQAAAHYAHAAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAECt83dJrfN3IED1dz8LZpMEAAAALQEAAAQAAADwAQEACgAAADIKYAFfAwUAAAAsLi4uLAAIAAAAMgpgAbABAQAAACwuHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAECt83dJrfN3IED1dz8LZpMEAAAALQEBAAQAAADwAQAACAAAADIKuAHIAgEAAAAyLggAAAAyCrgBKgEBAAAAMS4KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQCTPwtmkwAACgAhAIoBAAAAAAAAAAC88xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) of a Krylov subspace. To solve it, we will formulate the Arnoldi’s algorithm to construct the orthonormal subspace basis. The algorithm complexity characteristics will be listed. We will also set the related task of construction of two biorthogonal bases ![](data:image/x-wmf;base64,183GmgAAAAAAAOAHQAIACQAAAACxWwEACQAAA5sBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgBxIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gBwAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIF/uMAAAAAAJABAAAAAgACABBTeW1ib2wAAM8OCkbQ8BIAQK3zd0mt83cgQPV3QBNmVwQAAAAtAQAACAAAADIKfgElAAEAAAB7eRwAAAD7AgX+4wAAAAAAkAEAAAACAAIAEFN5bWJvbAAATxEKcdDwEgBArfN3Sa3zdyBA9XdAE2ZXBAAAAC0BAQAEAAAA8AEAAAgAAAAyCn4BLQcBAAAAfXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AQK3zd0mt83cgQPV3QBNmVwQAAAAtAQAABAAAAPABAQAIAAAAMgrgAWgGAQAAAG15HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAECt83dJrfN3IED1d0ATZlcEAAAALQEBAAQAAADwAQAACAAAADIKgAG3BQEAAAB2eQgAAAAyCoABWwIBAAAAdnkIAAAAMgqAAakAAQAAAHZ5HAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAECt83dJrfN3IED1d0ATZlcEAAAALQEAAAQAAADwAQEACgAAADIKgAGlAwUAAAAsLi4uLAAIAAAAMgqAAckBAQAAACwuHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAECt83dJrfN3IED1d0ATZlcEAAAALQEBAAQAAADwAQAACAAAADIK4AEMAwEAAAAyLggAAAAyCuABQQEBAAAAMS4KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQBXQBNmVwAACgAhAIoBAAAAAAAAAAC88xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) and ![](data:image/x-wmf;base64,183GmgAAAAAAAOAIQAIBCQAAAACwVAEACQAAA5sBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgCBIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gCAAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIF/uMAAAAAAJABAAAAAgACABBTeW1ib2wAAEUPCrrQ8BIAQK3zd0mt83cgQPV3AxNmrQQAAAAtAQAACAAAADIKfgElAAEAAAB7eRwAAAD7AgX+4wAAAAAAkAEAAAACAAIAEFN5bWJvbAAAHxAKrtDwEgBArfN3Sa3zdyBA9XcDE2atBAAAAC0BAQAEAAAA8AEAAAgAAAAyCn4BFQgBAAAAfXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AQK3zd0mt83cgQPV3AxNmrQQAAAAtAQAABAAAAPABAQAIAAAAMgrgAVIHAQAAAG15HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAECt83dJrfN3IED1dwMTZq0EAAAALQEBAAQAAADwAQAACAAAADIKgAFbBgEAAAB3eQgAAAAyCoABswIBAAAAd3kIAAAAMgqAAbUAAQAAAHd5HAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAECt83dJrfN3IED1dwMTZq0EAAAALQEAAAQAAADwAQEACgAAADIKgAFBBAUAAAAsLi4uLAAIAAAAMgqAARkCAQAAACwuHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAECt83dJrfN3IED1dwMTZq0EAAAALQEBAAQAAADwAQAACAAAADIK4AGqAwEAAAAyLggAAAAyCuABkwEBAAAAMS4KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQCtAxNmrQAACgAhAIoBAAAAAAAAAAC88xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) for the subspaces ![](data:image/x-wmf;base64,183GmgAAAAAAAEAGQAIBCQAAAAAQWgEACQAAA0EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJABhIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8ABgAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPESALSNNnZAkTl22Blm2wQAAAAtAQAACAAAADIKgAGCBQEAAAApeQgAAAAyCoAByQMBAAAALHkIAAAAMgqAAUMCAQAAACh5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxEgC0jTZ2QJE5dtgZZtsEAAAALQEBAAQAAADwAQAACAAAADIK4AHuBAEAAAAxeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RIAtI02dkCROXbYGWbbBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABUAQBAAAAdnkIAAAAMgqAAesCAQAAAEF5CAAAADIKgAFGAAEAAABLeRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RIAtI02dkCROXbYGWbbBAAAAC0BAQAEAAAA8AEAAAgAAAAyCuABagEBAAAAbXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDb2Blm2wAACgA4AIoBAAAAAAAAAAAw8xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) and ![](data:image/x-wmf;base64,183GmgAAAAAAAIAHYAIBCQAAAADwWwEACQAAA0kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAKABxIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9ABwAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPESALSNNnZAkTl23hFmTAQAAAAtAQAACAAAADIKoAGvBgEAAAApeQgAAAAyCqABowQBAAAALHkIAAAAMgqgAUMCAQAAACh5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxEgC0jTZ2QJE5dt4RZkwEAAAALQEBAAQAAADwAQAACAAAADIKAAIbBgEAAAAxeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RIAtI02dkCROXbeEWZMBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABNgUBAAAAd3kIAAAAMgqgAesCAQAAAEF5CAAAADIKoAFGAAEAAABLeRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RIAtI02dkCROXbeEWZMBAAAAC0BAQAEAAAA8AEAAAgAAAAyCvQA2gMBAAAAVHkIAAAAMgoAAmoBAQAAAG15CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0ATN4RZkwAAAoAOACKAQAAAAAAAAAAMPMSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=). To solve it, we will formulate the Lanczos algorithm. The lecture will demonstrate that the Lanczos algorithm is much less complex compared to the Arnoldi’s algorithm. The two algorithms above serve as a basis of computational procedures for Krylov subspace iterative methods.

The next part of this lecture will deal with the generalized minimum residual (GMRes) method. This method is intended to solve linear systems with a *n×n* nonsingular matrix *A* (unlike the basic iterative methods studied earlier, this method may be applicable to nonsymmetric and indefinite matrices). The generalized minimum residual (GMRes) method has the following idea. Let us consider a Krylov subsystem *Km* constructed using a normalized residual vector ![](data:image/x-wmf;base64,183GmgAAAAAAAKAGAAIBCQAAAACwWgEACQAAA1cBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKgBhIAAAAmBg8AGgD/////AAAQAAAAwP///63///9gBgAArQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJTAMMDBQAAABMCuwFPAxwAAAD7AqD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgBArfN3Sa3zdyBA9Xd/FGYKBAAAAC0BAQAIAAAAMgpgAdYFAgAAAHx8CAAAADIKYAHMAwIAAAB8fBwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgBArfN3Sa3zdyBA9Xd/FGYKBAAAAC0BAgAEAAAA8AEBAAgAAAAyCrgBBwUBAAAAMHwIAAAAMgq4AaACAQAAADB8HAAAAPsCoP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAECt83dJrfN3IED1d38UZgoEAAAALQEBAAQAAADwAQIACAAAADIKYAGZBAEAAAByfAgAAAAyCmABMgIBAAAAcnwIAAAAMgpgATUAAQAAAHZ8HAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAAlFArsQPESAECt83dJrfN3IED1d38UZgoEAAAALQECAAQAAADwAQEACAAAADIKYAEjAQEAAAA9fAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAp/FGYKAAAKACEAigEAAAAAAQAAAFzzEgAEAAAALQEBAAQAAADwAQIAAwAAAAAA) of the initial approximation ![](data:image/x-wmf;base64,183GmgAAAAAAAMABQAICCQAAAACTXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALAARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPESALSNNnZAkTl2vRRm/QQAAAAtAQAACAAAADIK4AH/AAEAAAAweRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RIAtI02dkCROXa9FGb9BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABTAABAAAAeHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQD9vRRm/QAACgA4AIoBAAAAAAAAAAAw8xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==). The generalized minimum residual approximates the exact linear system solution *x\** by the vector ![](data:image/x-wmf;base64,183GmgAAAAAAAOABQAIACQAAAACxXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPESALSNNnZAkTl2cSZmigQAAAAtAQAACAAAADIK4AEDAQEAAABteRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RIAtI02dkCROXZxJmaKBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABTAABAAAAeHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQCKcSZmigAACgA4AIoBAAAAAAAAAAAw8xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) from the subspace ![](data:image/x-wmf;base64,183GmgAAAAAAAAAFQAIACQAAAABRWQEACQAAAykBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIABRIAAAAmBg8AGgD/////AAAQAAAAwP///6b////ABAAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAKpJFndAkRl3tg1mXwQAAAAtAQAACAAAADIK4AEXBAEAAABteRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BIAqkkWd0CRGXe2DWZfBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABAgMBAAAAS3kIAAAAMgqAAUwAAQAAAHh5HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHdtJAoLwEIdALzwEgCqSRZ3QJEZd7YNZl8EAAAALQEAAAQAAADwAQEACAAAADIKgAHQAQEAAAAreRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BIAqkkWd0CRGXe2DWZfBAAAAC0BAQAEAAAA8AEAAAgAAAAyCuAB8QABAAAAMHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQBftg1mXwAACgA4AIoBAAAAAAAAAADY8hIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==). For this purpose, the least-squares problem is solved at each method iteration, being restricted to solving the auxiliary linear system with a *m×m* dense matrix, where *m* is the iteration number. The GMRes algorithm guarantees (without round-off errors) convergence to the exact problem solution for maximum *n* iterations, where *n* is the matrix *A* dimension.

As it appears from the algorithm description, its implementation requires storage of an *m×m* auxiliary system matrix and a *n×m* basis vector matrix of the Krylov subsystem (here, *m* is the Krylov subspace dimension and *n* is the matrix *A* dimension). Therefore, as *m* increases, overheads for both basis vector matrix storage and auxiliary linear system solution grow. To work it around, it is recommended to restart the method from the current approximation. In order to improve the convergence rate of GMRes и GMRes(m), a preconditioning is introduced. The lecture lists the result of computational experiments that prove reduction of the number of iterations in case of preconditioning.

The third part of this lecture will deal with the biconjugate gradient (BiCG) method. Similar to GMRes, BiCG is intended for linear systems with a *n×n* nonsingular matrix *A.* At the same time, unlike GMRes, BiCG requires less memory but computes products expressed as *ATx* which ensures efficient access to the matrix *A* columns.

The biconjugate gradient method is based on the Lanczos biorthogonalization (just like the conjugate gradient method is based on the Lanczos symmetric ortogonalization). The implicitly described method not only solves the initial problem *![](data:image/x-wmf;base64,183GmgAAAAAAAGAEwAECCQAAAACzWwEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAFgBBIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gBAAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAKpJFndAkRl3ChRmXwQAAAAtAQAACAAAADIKYAFjAwEAAABieQgAAAAyCmABWAACAAAAQXgcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdzcaCpA4QCsAvPASAKpJFndAkRl3ChRmXwQAAAAtAQEABAAAAPABAAAIAAAAMgpgAUcCAQAAAD14CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AXwoUZl8AAAoAOACKAQAAAAAAAAAA2PISAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)*, but also the dual system *![](data:image/x-wmf;base64,183GmgAAAAAAAIAFAAIBCQAAAACQWQEACQAAAyUBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKABRIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9ABQAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAK0ABkCBQAAABMCtADBAgUAAAAUAlUAcAQFAAAAEwJVADAFHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAND5EgC0jTZ2QJE5dnUIZnQEAAAALQEBAAgAAAAyCqABSwQBAAAAYnkIAAAAMgqgAQwCAQAAAHh5CAAAADIKoAFYAAEAAABBeRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDQ+RIAtI02dkCROXZ1CGZ0BAAAAC0BAgAEAAAA8AEBAAgAAAAyCvQARQEBAAAAVHkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdjYZCsoQHCAA0PkSALSNNnZAkTl2dQhmdAQAAAAtAQEABAAAAPABAgAIAAAAMgqgASkDAQAAAD15CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AdHUIZnQAAAoAOACKAQAAAAACAAAA6PsSAAQAAAAtAQIABAAAAPABAQADAAAAAAA=)*. The method is based on the property of bi-conjugacy (or just conjugacy if the matrix *A* is clear from the context) of the two vector systems, ![](data:image/x-wmf;base64,183GmgAAAAAAAIAGQAIACQAAAADRWgEACQAAA4MBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKABhIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9ABgAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wID/uMAAAAAAJABAAAAAgQCABBTeW1ib2wAd5omCseQHC4A7O8SAKpJFndAkRl3aStmbQQAAAAtAQAACAAAADIKfgElAAEAAAB7eRwAAAD7AgP+4wAAAAAAkAEAAAACBAIAEFN5bWJvbAB3KB4K97AcLgDs7xIAqkkWd0CRGXdpK2ZtBAAAAC0BAQAEAAAA8AEAAAgAAAAyCn4BuQUBAAAAfXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAKpJFndAkRl3aStmbQQAAAAtAQAABAAAAPABAQAIAAAAMgrgAf0EAQAAAG15HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwEgCqSRZ3QJEZd2krZm0EAAAALQEBAAQAAADwAQAACAAAADIKgAE9BAEAAABweQgAAAAyCoAB3wABAAAAcHkcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAKpJFndAkRl3aStmbQQAAAAtAQAABAAAAPABAQAKAAAAMgqAAQUCBQAAACwuLi4sABwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BIAqkkWd0CRGXdpK2ZtBAAAAC0BAQAEAAAA8AEAAAgAAAAyCuABhgEBAAAAMS4KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQBtaStmbQAACgA4AIoBAAAAAAAAAADY8hIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) and ![](data:image/x-wmf;base64,183GmgAAAAAAAIAGQAIACQAAAADRWgEACQAAA6MBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKABhIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9ABgAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAKaANwABQAAABMCmgCcAQUAAAAUApoAOgQFAAAAEwKaAPoEHAAAAPsCA/7jAAAAAACQAQAAAAIEAgAQU3ltYm9sAHdJGwp38BwuAETwEgCqSRZ3QJEZd3wQZqcEAAAALQEBAAgAAAAyCn4BJQABAAAAe3kcAAAA+wID/uMAAAAAAJABAAAAAgQCABBTeW1ib2wAd3UbCmaQHC4ARPASAKpJFndAkRl3fBBmpwQAAAAtAQIABAAAAPABAQAIAAAAMgp+AbkFAQAAAH15HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxEgCqSRZ3QJEZd3wQZqcEAAAALQEBAAQAAADwAQIACAAAADIK4AH9BAEAAABteRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RIAqkkWd0CRGXd8EGanBAAAAC0BAgAEAAAA8AEBAAgAAAAyCoABPQQBAAAAcHkIAAAAMgqAAd8AAQAAAHB5HAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxEgCqSRZ3QJEZd3wQZqcEAAAALQEBAAQAAADwAQIACgAAADIKgAEGAgUAAAAsLi4uLAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAKpJFndAkRl3fBBmpwQAAAAtAQIABAAAAPABAQAIAAAAMgrgAYYBAQAAADEuCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0Ap3wQZqcAAAoAOACKAQAAAAABAAAAMPMSAAQAAAAtAQEABAAAAPABAgADAAAAAAA=). Bi-conjugacy is equivalent to biorthogonality for the scalar *A*-product, therefore, to find the vector systems ![](data:image/x-wmf;base64,183GmgAAAAAAAIAGQAIACQAAAADRWgEACQAAA4MBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKABhIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9ABgAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wID/uMAAAAAAJABAAAAAgQCABBTeW1ib2wAd5omCseQHC4A7O8SAKpJFndAkRl3aStmbQQAAAAtAQAACAAAADIKfgElAAEAAAB7eRwAAAD7AgP+4wAAAAAAkAEAAAACBAIAEFN5bWJvbAB3KB4K97AcLgDs7xIAqkkWd0CRGXdpK2ZtBAAAAC0BAQAEAAAA8AEAAAgAAAAyCn4BuQUBAAAAfXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAKpJFndAkRl3aStmbQQAAAAtAQAABAAAAPABAQAIAAAAMgrgAf0EAQAAAG15HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwEgCqSRZ3QJEZd2krZm0EAAAALQEBAAQAAADwAQAACAAAADIKgAE9BAEAAABweQgAAAAyCoAB3wABAAAAcHkcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAKpJFndAkRl3aStmbQQAAAAtAQAABAAAAPABAQAKAAAAMgqAAQUCBQAAACwuLi4sABwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BIAqkkWd0CRGXdpK2ZtBAAAAC0BAQAEAAAA8AEAAAgAAAAyCuABhgEBAAAAMS4KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQBtaStmbQAACgA4AIoBAAAAAAAAAADY8hIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) and ![](data:image/x-wmf;base64,183GmgAAAAAAAIAGQAIACQAAAADRWgEACQAAA6MBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKABhIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9ABgAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAKaANwABQAAABMCmgCcAQUAAAAUApoAOgQFAAAAEwKaAPoEHAAAAPsCA/7jAAAAAACQAQAAAAIEAgAQU3ltYm9sAHdJGwp38BwuAETwEgCqSRZ3QJEZd3wQZqcEAAAALQEBAAgAAAAyCn4BJQABAAAAe3kcAAAA+wID/uMAAAAAAJABAAAAAgQCABBTeW1ib2wAd3UbCmaQHC4ARPASAKpJFndAkRl3fBBmpwQAAAAtAQIABAAAAPABAQAIAAAAMgp+AbkFAQAAAH15HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxEgCqSRZ3QJEZd3wQZqcEAAAALQEBAAQAAADwAQIACAAAADIK4AH9BAEAAABteRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RIAqkkWd0CRGXd8EGanBAAAAC0BAgAEAAAA8AEBAAgAAAAyCoABPQQBAAAAcHkIAAAAMgqAAd8AAQAAAHB5HAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxEgCqSRZ3QJEZd3wQZqcEAAAALQEBAAQAAADwAQIACgAAADIKgAEGAgUAAAAsLi4uLAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAKpJFndAkRl3fBBmpwQAAAAtAQIABAAAAPABAQAIAAAAMgrgAYYBAQAAADEuCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0Ap3wQZqcAAAoAOACKAQAAAAABAAAAMPMSAAQAAAAtAQEABAAAAPABAgADAAAAAAA=), the Lanczos algoritm with the scalar *A*-products may be used. Then we will formulate the bi-conjugate gradient method and see how the preconditioner *M* is used within its computation scheme. As part of the lecture, we will list experimental results that demonstrate reduction of the number of iterations for the preconditioned BiCG method. Please note that the method uses the matrices *AT* and *MT*, respectively, so it may be difficult to use it if obtaining transposed matrices is a complex operation due to the character of the solved problem.

The last part of the lecture describes the conjugate gradient (CG) method intended for linear systems with a *n×n* symmetric positive definite matrix *A.* All the Krylov subspace iterative methods cited above do not assume any additional properties of the matrix A, so they can be applied directly to a system with a symmetric matrix, too. However, provision for symmetry will enable simplification of the BiCG computation scheme which, in its turn, facilitates method implementation and makes the respective requirements to resources more relaxed.
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It can be shown that finding the exact solution for a linear system with a symmetric positive definite matrix requires no more than *n* iterations, so the complexity of the exact solution search algorithms reaches *O(n3).* However, due to round-off errors this process is usually considered iterative; the process is completed when the condition of small relative residual is satisfied.
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# Recommendations for Students

A description of Krylov subspace iterative methods can be found in numerous publications as such methods are the best iterative methods to solve linear systems. See [1] for a concise method description (including pseudocode algorithms). A detailed description of the approach in whole including determination of methods, their theoretical justification and examples of use can be found in [4]. See [2, 3] for a description of the preconditioned conjugate gradient method as a typical Krylov subspace iterative method.
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# Practice

1. Implement the GMRes(m) method (generalized minimal residual method with restart). Compare the number of method iterations for various restart parameter *m* values.
2. Implement the BiCG-Stab method (stabilized biconjugate gradient method) using the pseudocode indicated in [1]. Compare convergence rates of the initial and stabilized methods.
3. Use the ILU(0)-preconditioner for the methods from previous tasks. Compare the number of iterations for the initial and preconditioned methods.

# Test

1. What systems are solvable using the generalized minimum residual method?
   1. Only systems witha symmetric positive definite matrix
   2. Only systems with a symmetric matrix
   3. + Systems with a general matrix
2. What systems are solvable using the biconjugate gradient method?
   1. Only systems with a symmetric positive definite matrix
   2. Only systems with a symmetric matrix
   3. + Systems with a general matrix
3. As compared to the GMRes method, the BiCG method
   1. + Requires less free memory to operate
   2. Is less complex
   3. Solves a wider range of problems
4. Can the BiCG method be considered as a direct method of solving linear systems?
   1. + Yes
   2. Yes, but only for well-conditioned matrices
   3. No
5. How many operations are required to ensure guaranteed convergence of the conjugate gradient method to solve a linear system with a *n*×*n* matrix?
   1. *n*/2
   2. + *n*
   3. 2*n*
6. Which operations are used to construct the Krylov subspace basis for the matrix A?
   1. + Matrix multiplication by a vector
   2. Matrix multiplication by a matrix
   3. Matrix inversion
7. The Arnoldi and Lanczos algorithms
   1. have the same degree of complexity
   2. + the Arnoldi algorithm is more complex
   3. + the Lanczos algorithm is more complex
8. To solve linear systems with a symmetric positive definite matrix, one can use
   1. Conjugate gradient method
   2. Biconjugate gradient method
   3. Generalized minimal residual method
   4. +All the above methods
9. For the GMRes method, the auxiliary linear system to be solved at each iteration, has a
   1. Triangular matrix
   2. + Almost triangular (Hessenberg) matrix
   3. Tridiagonal matrix
10. Use of the preconditioner M in an iterative method involves
    1. Computation of the matrix *M*1 and transition to the problem with the matrix *M*1*A*.
    2. + Solving a system with the matrix *M* at each method iteration
    3. Solving a system with the matrix *M* at the first method iteration