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# Objectives

The objective of this practice is to study ways of building and running applications on Intel Xeon Phi.We pay special attention to programming models of Xeon Phi and building for one or several coprocessors for each programming model under consideration.

# Abstract

We present several examples that demonstrate porting applications to Intel Xeon Phi. We consider programming models and ways of building and running applications. There is a brief overview of programming models followed by several examples. In this practice we consider Offload mode, Coprocessor-only mode and Symmetric mode.

# BRIEF OVERVIEW

First we briefly overview programming models introduced in the previous lecture and point out advantages and disadvantages of each model.

We discuss building and running applications in Offload mode. We use a simple example of an application that prints the maximum number of threads on processor and coprocessor using OpenMP. We write a function that prints the number of threads using **offload\_attribute** directive so that it can work on the coprocessor. Parameters of the directive are discussed. Then we develop function **main()**. The number of Xeon Phi coprocessors is obtained using the standard function **\_Offload\_number\_of\_devices()**. Directive **offload** is used to notify the compiler that the following code block can be executed on the coprocessor. Parameter **target(mic:<device\_id>)** specifies which coprocessor (indexed from 0) the code will be executed on. Offload code is executed synchronously, that is, the host program execution is stalled while offload code is running on the coprocessor. Asynchronous computations can be organized using several CPU threads with each thread using either a separate coprocessor or do some computations on the processor. We point out differences between **offload** and **offload\_attribute**. The program is build using Intel C/C++ Compiler (version 13 or later) and launched on the coprocessor. We demonstrate command lines to build and run the application.

Another problem we consider is dot product which was previously suggested for individual work. We create a function to compute dot product of two vectors. The computation is performed in parallel using all available cores. The code does not contain any specific directives for Xeon Phi. Again we use **offload\_attribute** directive to mark the code that can run on the coprocessor. Function **main** is responsible for testing the solution by comparing results computed on CPU and Xeon Phi.

Then we focus on native mode. In this model only Xeon Phi is used. Application development is essentially the same as for multicore CPUs (naturally, performance optimization might be significantly different), the only difference is building and running. We consider the following examples:

1. Dot product in coprocessor-only mode.

We discuss the process of building the usual CPU-oriented code for Xeon Phi coprocessors by using **–mmic** compiler flag. Different ways of launching applications on the coprocessor are demonstrated, including command line, MPI Hydra, SLURM. Thus students master launching applications on various environments.

1. MPI version of dot product for computing N independent dot products.

This problem is a generalization of the previous one and can use the previously developed function of computing dot product for a pair of vectors. Here we have an additional degree of parallelism due to the presence of N independent subproblems. We demonstrate simultaneous utilization of several coprocessors using MPI.

1. Dot product in symmetric mode.

In symmetric mode one can use both processors and coprocessors, each running a separate MPI process. Data exchange is done via MPI message passing routines. We demonstrate building and launching programs in symmetric mode. While solving the previous problem, each coprocessor executed an MPI process and CPUs were not utilized. In symmetric mode we can fully utilize all processors and coprocessors. This requires a modification of building, so that the code is compiled for both CPUs and Xeon Phi, as well as application launching for both devices that we illustrate.

# FOR STUDENTS

We recommend [2] for further details of using OpenMP and [3] for **offload** directive. Some simple examples of programs for Xeon Phi are presented in [4], chapter 2.
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# individual work

1. Implement matrix-vector multiplication in Offload mode.
2. Implement matrix-vector multiplication in coprocessor-only mode. Suppose there is only one coprocessor.
3. Implement matrix-vector multiplication in symmetric mode. Provide two levels of parallelism: simultaneous computation of row-vector products and parallel computation of each row-vector product.

For each problem build and run your application on Xeon Phi, analyze the correctness. Compare execution time on host and coprocessor.