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# Objectives

The objective of this lecture is to study principles of performance optimization for Intel Xeon Phi*.* This objective includes the following activities:

1. To study programming tools that enable using Intel Xeon Phi, particularly **offload** mode.
2. To continue exploring vectorization.
3. To learn capabilities of the compiler and loop profiler.
4. To discuss load balancing in parallel programming for Xeon Phi.

# Abstract

This lecture is devoted to studying optimization techniques for Intel Xeon Phi. It is based on hardware details, programming models and vectorization capabilities discussed in previous lectures. The first segment introduces new elements of the **offload** mode that handle memory. We consider and compare explicit and implicit memory management. The second segment focuses on aspects of vectorization that were not properly considered previously. We also revise auto vectorization, compiler directives, Array notation and Elemental functions. In the third segment we introduce loop profiler and optimization reports, and discuss load balancing in parallel applications. The material is accompanied by examples.

# BRIEF OVERVIEW

The first segment of the lecture is devoted to offload mode of Xeon Phi programming. Previously we have given a brief description and considered some simple examples. In this lecture we discuss offload mode in detail.

By default the compiler generates code for offload pieces of program that is suitable for both coprocessor and CPU. This allows programs using offload mode run without Xeon Phi coprocessors. The code is copied to the coprocessor automatically. A software developer should specify data to copy to the coprocessor and back.

Memory of coprocessor and RAM is not shared, thus memory exchanges are needed. There are two modes of data transfers: explicit and implicit. In Fortran only explicit model can be used. In explicit model a software developer specifies data to be copied between coprocessor memory and RAM using special directives. In implicit model one specifies variables that are accessible from both CPU and coprocessor. We discuss and compare these models.

The second segment of the lecture is devoted to vectorization using Intel C/C++ Compiler. These techniques are equally applicable for all Xeon Phi programming modes, and CPU as well. We briefly overview material on vectorization from previous lectures and practices. Our main focus is #pragma simd compiler directive and Array notation in Intel Cilk Plus that have not been discussed in detail previously. We describe syntax of Array notation and list of available operations, discuss applications to static and dynamic arrays, and present some examples. We also consider Elemental functions that are somewhat similar to kernels in CUDA and OpenCL. Elemental function is a scalar function declared with \_\_declspec(vector) and called within a loop body. The compiler generates vectorized version of the function and calls it within vectorized loops. This operation can be used from a single thread or in a multi-threaded situation. We discuss basic rules of writing Elemental functions and demonstrate a relation with Array notation.

We discuss compiler vectorization reports and their interpretation and pay a special attention on the latest features. In particular, level 6 allows to retrieve very specific information about reasons of failed loop vectorization and recommendations of the compiler, and level 7 allows to retrieve expected speedup and memory access pattern.

It is important to consider efficiency of accessing vector registers. Due to hardware reasons reading and writing works most efficiently for aligned data. Alignment for Xeon Phi is 64 bytes, which is both vector register size and L1/L2 cache lane size. We discuss ways to ensure alignment and directives to notify the compiler about alignment. We investigate an example when an array is aligned but in parallel processing threads handle non-aligned chunks of the array.

We consider auto vectorization of external loops. By default auto vectorization is only applied to the inner-most loop. This might be not efficient if the inner-most loop has few iterations (less than vector register size). In this case the external loop can be vectorized using #pragma simd with Elemental functions or Array notation.

The next segment of the lecture is devoted to process of optimization of applications for Xeon Phi. Coprocessors allow relatively simple code porting, but it does not guarantee good performance on Xeon Phi. Thus, additional optimization steps are usually required. They mostly yield benefit for both CPUs and Xeon Phi.

Optimization process usually starts with detection of hot spots, which can be done using Intel® VTune™ Amplifier XE. There is another tool for loop profiling in Intel Compiler that allows to detect functions and loops taking significant computational time. The loops with high iteration count and short body are good candidates for vectorization. In case such a loop has intricate control code with lots of conditional statements, a thread-level or functional parallelism is an option. The loop profiler is applicable to sequential code only. For parallel application more powerful tools have to be used, including Intel® VTune™ Amplifier XE which will be a topic of the following lectures. In this lecture we describe the loop profiler which is enabled by special compiler directives that collect statistics of all functions and loops. An application built with these directives is then launched on a representative benchmark. The collected statistics will be output in a table and xml file that can be later analyzed using graphical Loop Profile Viewer.

Another powerful tool is compiler vectorization report. Besides the previously considered diagnostics, the compiler can give recommendations (-guide-vec[=n]) and report on optimization (-opt-report [n]).

Usually an important issue is load balancing. Here we discuss distribution of threads between cores of Xeon Phi. The coprocessor allows up to 4 threads per core. It is recommended to run at least 2 threads per core. Sometimes 2 or 3 threads per core might be beneficial compared to 4 because of the following reasons:

* reduced load on caches (L1, L2, TLB) due to lesser competition between threads;
* reduced competition for the only VPU;
* reduced competition for memory access.

However, sometimes 4 threads per core might be advantageous because of increased benefit of data locality in case all threads on the same core process the same data. The optimal amount of thread per core is usually found empirically.

In case the total number of threads in an application is lesser than number of threads supported by the coprocessor, one needs to address mapping of threads to cores. In OpenMP it can be controlled by KMP\_AFFINITY environment variable. We discuss compact, scatter and balanced modes.

Finally, we give some general recommendations on memory access efficiency: alignment, appropriate data organization (SoA instead of AoS), software prefetch, efficient utilization of L1 and L2 caches, huge pages.

# FOR STUDENTS

Some useful optimization techniques for offload mode are described in [6]. Detailed discussion of vectorization is given in [5, 8-10].
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# Individual work

1. Compare explicit and implicit data transfers in offload mode.
2. Explain how does #pragma simd directive work and when is it used.
3. Overview main options of #pragma simd directive. Describe advantages and disadvantages of this way of vectorization.
4. Describe Array notation and its advantages for vectorization.
5. Describe Elemental functions and its advantages for vectorization.
6. How to use compiler vector reports?
7. What is data alignment and why is it used?
8. How to vectorize an external loop using compiler directives?
9. How to use loop profiler?
10. How to provide thread mapping to cores on Intel Xeon Phi?