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[ TAC 9.0: What's New

 (Collection
= [Full MPI-3 support
= New mpirun options to customize collection
= Experimental TIME-WINDOWS support
= System calls profiling
« Analysis
= New Performance Assistant
= \/isual appearance enhancement
= New Summary Page

 New tutorials
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MPI-3 support

Tracing of MPI calls that implement MPI-3 standard

« Non-blocking collectives
 RMA (Remote Memory Access) API




New mpirun data collection keys

Reduce a trace file size or a number of Message Checker reports (supported only at
runtime with Hydra process manager):

« —trace-collectives:collectinfo only about Collective operations

 —trace-pt2pt:collect info only about Point-to-Point operations

Example:

S [mpirun|mpiexec] -trace-pt2pt -n 4 ./myApp




TIME-WINDOWS support (Experimental)

Aimed to reduce amount of collected data by limiting time when
events are collected and, subsequently, trace size.

Set up a time frame for trace collection using any of the
following:

 TIME-WINDOWS option for ITC configuration file

VI TIME WINDOWS environment variable

Example:

TIME-WINDOWS 0:1,10:20
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System calls profiling (1{2)

Linux* only. Capability to trace the
following system calls:

access
dup
feof
fgetpos
fprintf
freopen
fwrite
lseek
pipe
putchar
remove
setvbuf
umask

write

clearerr
dup?
ferror
fgets
fputc
fseek
getc
lseek64
poll
puts
rename
sync
ungetc

writev

close
fclose
fflush
fileno
fputs
fsetpos
getchar
mkfifo
printf
read
rewind
tmpfile
viprintf

creat
fdopen
fgetc
fopen
fread
ftell
gets
perror
putc
readv
setbuf
tmpnam

vprintf
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System calls profiling (2|2)

To turn on system calls collection add any of the following lines into ITC
configuration file:

» To collect all system calls:
ACTIVITY SYSTEM on
 To collect an exact function:

STATE SYSTEM:<func_name> ON

View system calls using ITA (new Group SYSTEM, can be expanded in an
ordinary way):
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New Pertormance Assistant

)9§ traceanalyzer --cli I single. stt

~ome to the Intel (R)_ Trace &nalyz command line interface.

Automatic highlights of performance issues, both in GUI and CLI,

Currently 4 types of issues are supported, see screenshots:
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Late Receiver 10.87% 479.71e-3 s
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This problem occurs when a MPI send operation is initiated later than the corresponding call to
the MPI blocking receive operation. As a result, the receive operation has to wait for the data.

To resolve this problem:
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\/Isual appearance enhancement

New default fonts and color scheme,
new style for standard controls as scroll
bar, buttons, check boxes, combo boxes
etc.
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New Summary Page
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Summary

Total time: 3842.81 sec. Resources: 8 processes, 4 nodes.

At-a-glance view on MPI activity and
hints on how to start the analysis of the e | [

application: | |

Top MPI functions

vel_recv [ 1.1e+D3 sec (28.7 %)

MPel_alireduce [N 883 sec(23 %)

MPI_alitoally [INE—— 535 sec (13.9 %)
mel_Barrier [N 107 sec (2.79 %)
MPI_Bcast [N 106 sec (2.77 %)

Where to start with analysis

For MPI-bound app click "Next" to open a complete tracefile View For CPU-bound app it makes sense to optimize its node-level performance.
and take advantage of all Intel(R) Trace Analyzer functionality for To do this you can use Intel{R) VTune Amplifier XE running on a specific rank,
parallel application analysis like: see below for a template command line (mpirun_script is a job startup command:

mpirun for Linux and mpiexec.hydra for Windows).
- Performance Assistant to identify possible performance problems e e 4 !

- Imbalance Diagram for detailed imbalance overview <mpirun_script> -n 7 <your_app_name> [<arg(s)>] :
- Tagging/Filtering for thorough customizable analysis, etc. -n 1 amplxe-cl -c hotspots <your app name> [<arg(s)>]

Show Summary Fage when open tracefile




New tutorials

 Tutorial: Detecting and Removing Serialization
 Tutorial: Reducing Trace File Size

Available both from Welcome Page and Help-menu:

ek
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Tutorial: Detecting and Removing Serialization

@ - - - -
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Getting Started Guide
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Flat Profile Load Balance Call

Tutorial: Detecting and Removing Serialization
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