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1 Abstract 
The goal of this lecture is to study deep neural networks for solving the problem of image classification 

with a large number of categories. 

At the beginning of the lecture, the image classification problem is stated. A brief information about the 

well-known ImageNet Large Scale Visual Recognition Challenge (ILSVRC) contest and the ImageNet 

dataset [14] are given, since the models discussed later in the lecture solve the classification problem on 

the specified set. Further we consider the most popular deep models: AlexNet (2012) [1], OverFeat 

(2013) [2], VGG-16 и VGG-19 (2014) [3], GoogLeNet (2014) [4], ResNet [5], Inception-v2 [6] и v3 [7] 

(2015), DenseNet (2016) [8], Xception (2016) [9], MobileNet (2017) [10], ResNeXT (2017) [11], 

MobileNetV2 (2018) [12], EfficientNet (2019) [13]. We discuss the main features of these architectures. 

If in the first models (up to 2014, up to the VGG models inclusive), the authors systematically increase 

the number of convolutional layers, then in the subsequent ones, encountering the problem of model 

degradation, they try to solve this problem by introducing specific building blocks. In this regard, 

residual and inception blocks in various modifications appear. The lecture discusses the structure of 

typical blocks. Having achieved sufficiently high accuracy, the question about increasing the efficiency of 

deep models (reducing the model complexity with acceptable accuracy of solving the problem) has been 

stated. Since 2017 (starting with the MobileNet models), classes of models and approaches to their 

scaling are being developed to build the optimal model in terms of the “accuracy-complexity” ratio. An 

overview of existing models and methods of scaling is given. The lecture concludes with a comparison of 

classification models on the ImageNet dataset in terms of top-1 and top-5 accuracy, as well as the number 

of parameters [16]. For 5 years from 2014 to 2019 top-1 accuracy is increased by 10% (EfficientNet-B7 – 

84.4% vs. VGG-16 – 74.4%), and the number of parameters is reduced by about 2 times (EfficientNet-B7 

– 66 millions vs. VGG-16 – 138 millions) Moreover, the optimal model is always a compromise between 

acceptable accuracy and complexity. There are “heavy” models that demonstrate high accuracy, but 

inference is very slowly, and there are “light” models that give lower accuracy, but at the same time 

inference works in real time. 

Deep models for image classification are not limited to those discussed in this lecture. There are many 

modifications of basic architectures [16]. Nowadays a large number of models for solving problems from 

other problem areas use the described architectures based on transfer learning approach, or use the basic 

building blocks of the considered models. 
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