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Lecture _3_OpenMP-Based Parallel Programming  

A common approach to performing computations on shared memory multiprocessor systems is crea-

tion of new parallel methods based on existing sequential programs where sections of independent com-

putations are identified either by means of a compiler or by programmers themselves The automatic soft-

ware analysis capabilities for the purpose of parallel computations are limited to a certain extent, so the 

second approach prevails. In this context, both new programming languages oriented to parallel pro-

gramming and the existing ones with operator sets added to enable parallel computations, can be used for 

parallel software development.  

One more popular approach consists in the use of various libraries to obtain an API intended for par-

allel programming. The best known examples of this approach are Windows Thread API [9] and PThead 

API [7]. However, the first one is applicable only to Microsoft Windows, while the second one is com-

plex enough and has a lower-level character. 

All the above approaches require considerable rework of the existing software thus making populari-

zation of parallel computations much more difficult. This brought about rapid development of one more 

approach to parallel programming where programmer’s instructions on parallel computations are added to 

the program by means of certain external features of programming language which may have the form of 

directives or comments to be handled by a preprocessor before the program is complied. At the same 

time, the source text remains the same and is used by the compiler to construct the sequential source code 

in absence of the preprocessor. The preprocessor, if used, replaces the parallelism directives with a certain 

additional program code (as a rule, such code has the form of accesses to the procedures of a parallel li-

brary). The above approach is the basis of OpenMP. 

OpenMP was developed on the basis of past experience in parallel programming for shared memory 

systems. Based on X3Y5 [8] and taking into account the possibilities of PThreads API [7], OpenMP uses 

a considerably simpler directive format and has new functionalities. The OpenMP Architectural Review 

Board or ARB was established at the earliest project stages to engage key experts in OpenMP develop-

ment and standardization. The first OpenMP specifications for Fortran were published in 1997 while the 

C standard was released in 1998.The last OpenMP specifications for C and Fortran were published in 

2005 (for more details, visit www.openmp.org). 

The opening part of this lecture indicates that OpenMP is now a primary approach to parallel pro-

gramming for shared memory systems.  

The second part of this lecture deals with a number of key OpenMP notions and definitions. It de-

termines a parallel program as a set of sequential (single-thread) and parallel (multi-thread) program code 

sections.  

The third part gives a concise introduction into OpenMP-based parallel programming. It describes 

the parallel directive and gives the example of the first OpenMP-based parallel program. This part de-

fines the notions of parallel program segments, regions and sections important for further discussion. 



The fourth part is devoted to the issues of computational load allocation to threads as illustrated by 

data loop parallelization. It describes the for directive and the ways to manage allocation of loop itera-

tions to threads. 

The fifth part features a detailed discussion of data management for parallel threads. It determines 

general and local variables for the threads. It also describes reduction, a very important and frequently 

used operation of common data processing. 

The final part of this lecture contains additional information on OpenMP, i. .e. it describes 

the possibility of program compilation as an ordinary program code and gives a list of compilers 

supporting OpenMP. 

Test questions 

1. What computer platforms range with shared memory systems? 

2. What approaches to parallel software development are used? 

3. What is the essence of OpenMP basics? 

4. Why is it important to standardize parallel program development tools? 

5. What are the main advantages of OpenMP? 

6. What is a parallel program in terms of OpenMP? 

7. What is meant by the notion of thread? 

8. What writing format is used for OpenMP directives? 

9. What is the purpose of the parallel directive? 

10. What is meant by the parallel program segment, region and section? 

11. What minimum set of OpenMP directives is necessary for parallel software development? 

12. How can one determine runtime for an OpenMP-based software? 

13. How does one parallelize loops in OpenMP? What are the conditions of loop parallelization?  

14. Which OpenMP capabilities manage allocation of loop iteration to threads? 

15. How is the order of iterations determined for parallelized loops in OpenMP? 

16. How can one parallelize program code segments with low computational complexity? 

17. What is meant by reduction? 

18. What tools does OpenMP have to manage the number of created threads? 

19. What is meant by dynamic thread creation mode? 

20. How is parallel segment nesting managed? 

21. How can one ensure the program code uniqueness for both sequential and parallel program ver-
sions? 

22. What compilers ensure OpenMP support? 

Practice 

1. Develop a program to find the minimum (maximum) vector element value. 

2. Develop a program to find the scalar product of two vectors.  

3. Develop a program to solve the problem of definite integral computation using the method of rec-

tangles 
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 (see for example [15] for a description of integration methods). 

4. Develop a program to solve the problem of finding the maximum value among the matrix row 

minimum elements (this problem is part of matrix games) 
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5. Develop a program for problem 4 based on the use of special type matrices (band, triangular etc). 

Determine runtime and evaluate the speedup. Perform computational experiments for various rules of it-

eration allocation to threads and compare efficiency of parallel computations (such experiments are ap-

propriate for the problems where loop iteration complexity may vary). 

6. Implement the reduction operation subject to various ways of ensuring mutual exclusion (atomic 

operations, critical sections, lock-based synchronization). Evaluate efficiency of different approaches. 

Compare the results with reduction performance resulting from the use of the reduction parameter of the 

for directive.  

7. Develop a program for scalar product computation for a sequential set of vectors (input data may 

be prepared in advance in a separate file). Introduction of vectors and computation of their product should 

be processed as two different problems whose parallelization requires the use of sections. 

8. Perform computational experiments using the previously developed programs involving various 

number of threads (less/more than or equal to that of the existing computing elements). Determine 

runtimes and evaluate the speedup. 

9. Make sure that your compiler supports the nested parallel fragments. If yes, develop programs 

that use/do not use nested parallelism. Perform computational experiments and evaluate efficiency of dif-

ferent approaches. 

10.  Develop a program for problem 4 based on parallelization of loops of various nesting depth. Per-

form computational experiments and compare their results. Estimate contingencies related to thread crea-

tion and termination.  
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