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Lecture_7, 8_. Parallel Methods for Matrix Multiplication for systems with 

shared memory  

Matrix multiplication is one of the essential problems in matrix calculations. This Section 

discusses several parallel algorithms for carrying out the operation. Two of them are based on 

block striped data decomposition. The other two use checkerboard block data decomposition, the 

latter being based on matrix decomposition into blocks sized so that they can be  fully cached. 

Multiplying an nm   matrix A with m rows and n columns and an ln   matrix B with n rows 

and l columns produces an lm   matrix C with m rows and l columns. Each element of the matrix 

C is calculated according to the formula: 
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As it can be seen in (7.1), each element of the matrix C is the result of the inner product of 

the corresponding row of the matrix A and column of the matrix B: 
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This algorithm executes m·n·l multiplications and the same number of additions of the initial 

matrix elements. In case of square matrices, the size of which is nn  , the number of the executed 

operations is the order O(n
3
). There are also sequential matrix multiplication algorithms of 

smaller computational complexity (for instance, the Strassen algorithm). But studying these algo-

rithms though requires certain efforts and for simplicity we will use the above described sequen-

tial algorithm as the basis for parallel method development in this section. We will also assume 

further that all matrices are square and their sizes are nn  . 

This lecture describes four parallel methods of matrix multiplication. The first and the se-

cond algorithms are based on block striped matrix decomposition. The first algorithm version is 

based on distribution of one of the argument matrices (matrix A) and the resulting matrix among 

the parallel program threads. For the purposes of the second algorithm, the first matrix decompo-

sition into horizontal stripes and the second one is decomposed into vertical stripes with each 

parallel program thread computing one block of the resulting matrix С.  This approach is imple-

mented based on nested parallelism mechanisms. The lecture also describes two checkerboard 

matrix multiplication algorithms, the latter being based on matrix decomposition into blocks 

sized so that they can be  fully cached. 



 

See the general diagram in Fig. 7.1 for speedup values obtained in the course of computa-

tional experiments for all the described algorithms (parallel algorithm speedup is shown in rela-

tion to the original sequential method of matrix multiplication).  

 

Fig. 7.1. Matrix multiplication speedup for the four parallel algorithms de-

scribed in this lecture  

Test questions 

1. What is the statement of the matrix multiplication problem?  

2. Give the examples of the problems, which make use of the matrix multiplication opera-

tions. 

3. Give the examples of various sequential algorithms of matrix multiplication operations. 

Is the complexity various in case of different algorithms? 

4. What methods of data decomposition are used in developing parallel algorithms of ma-

trix multiplication? 

5. Give general schemes of the described matrix multiplication algorithms. 

6. What information communications are carried out for the algorithms in case of the 

block-striped data decomposition?  

7. What information communications are carried out for the algorithms in case of the 

checkerboard data decomposition? 

8. Which of the described algorithms has the best parameters in terms of speedup and effi-

ciency? 



 

9. Estimate the possibility of matrix multiplication as a sequence of vector-matrix multipli-

cation operations. 

10. What  OpenMP functions proved to be necessary for implementation of parallel algo-

rithms? 

Practice 

1. Implement checkerboard block matrix multiplication algorithms that could be executed 

for rectangular grids of general streams. 

2. Implement matrix multiplication using the already developed matrix-vector multiplication 

programs. 
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